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Differential Detection of Gaussian MSK in a Mobile 
Radio Environment 

Abstract-Minimum shift keying with Gaussian shaped transmit pulses 
is  a strong candidate for  a  modulation technique that satisfies the 
stringent out-of-band radiated power requirements of the mobil radio 
application.  Numerous studies and field experiments have been con- 
ducted by the Japanese on urban and suburban mobile radio channels 
with systems employing Gaussian minimum-shift keying (GMSK) trans- 
mission  and  differentially  coherent  reception. A comprehensive 
analytical  treatment  is  presented  of  the  performance  of  such  systems 
emphasizing the important trade-offs  among the various system design 
parameters such as transmit and receiver filter bandwidths and detection 
threshold level. It is  shown that two-bit differential detection of GMSK is 
capable of  offering far superior performance to the more conventional 
one-bit detection  method both in the presence of an additive Gaussian 
noise background and Rician fading. 

T 
INTRODUCTION 

HE  TRANSMISSION of voice in present-day terrestrial 
VHF and UHF mobile radio telephone  systems is 

commonly  accomplished  by  employing a single-channel-per- 
carrier  (SCPC)  analog  FM  modulation  technique [l], [2]. The 
same  technique  was also considered in the conceptual  design 
of a  land  mobile satellite system  (LMSS) [3]. The desire to use 
these same  communication links for  high  speed data transmis- 
sion as well as  to  provide  highly  secure  voice  has  spawned an 
interest in digital mobile  telephony, particularly amongst the 
Japanese [4]-[lo]. Here, the SCPC structure is maintained but 
a spectrally efficient digital modulation is used, thus allowing 
the transceiver to be implemented  with  large scale integrated 
(LSI) circuit technology. Spectral efficiency is essential to 
maintain  an  acceptable level of adjacent  channel interference 
(typically, the  out-of-band  power radiated to an adjacent 
channel  should  be  suppressed 60-80 dB  below that in the 
desired  channel). 

In addition  to spectral efficiency, modulation  methods for 
digital mobile  radio  should  have  constant  envelope  and  be  easy 
to implement.  The first of  these  two additional requirements 
follows  from the need  to  communicate  over a channel which  is 
plagued by severe  multipath  fading.  The  second  follows  from 
the desire  to  maintain the mobile  terminal  low in cost and 
small in size. 

To satisfy a spectral efficiency requirement for allowing 
digital voice  transmission in a narrow  channel spacing, one 
typically requires a combination of voice  coding and a 
bandwidth-efficient  modulation. A potential candidate for the 

Manuscript  received  March 6, 1984;  revised May 20,  1984.  This  work was 
supported  under  a  contract with  the National  Aeronautics and Space 
Administration. 

The authors  are with the Jet hopulsion Laboratory,  California  Institute of 
Technology, 4800 Oak Grove  Drive,  Pasadena, CA 91109.  Telephone (818) 
3544321. 

former is linear predictive coding  (LPC) [ l l ]  and  has been 
suggested  for  use in the mobile satellite (MSAT)  mobile 
terminal  design [ 121. Alternately, the Japanese  have  been 
experimenting  with  adaptive predictive coding-adaptive bit 
allocation (APC-AB) [ 131 and  adaptive delta modulation [ 141. 
Our interest in this paper is in the modulation  scheme. 

Among the  many constant  envelope  bandwidth-efficient 
modulation  schemes that have recently been  reported in the 
open  literature, the class of digital FM  techniques known as 
continuous  phase  frequency shift keying  (CPFSK)  has  drawn 
considerable attention, from  which  tamed  FM  (TFM) [15] and 
Gaussian  baseband filtered minimum shift keying (GMSK) [7] 
appear  to be the two most promising  candidates for satisfying 
the stringent out-of-band radiated power  requirements  of the 
mobile  radio application. Of the two, GMSK appears to be 
easier  to  implement  than  TFM  requiring  only the addition of a 
Gaussian  baseband filter prior  to the MSK modulator for 
shaping the transmitted RF signal spectrum.  Numerous studies 
and field experiments  have  been  conducted by the Japanese on 
urban  and  suburban  mobile  radio  channels with systems 
employing  GMSK. Both coherent and differentially coherent 
reception  techniques  have  been  considered  with the latter 
broken  down into one-bit and  two-bit detection types [16]. 
Differential detection of GMSK is also being  considered for 
the terminal  design in the mobile satellite experiment  (MSAT- 
X) as  an  update of the differential detection of  MSK originally 
proposed  for the MSAT  mobile  terminal in [ 121. 

In this paper,  we  present a detailed analytical investigation 
of one- and two-bit differential detection of GMSK focusing 
on the inherent differences between the two  which  provide the 
significant performance  advantages of one  over the other 
previously  reported  by  experimental  means.  Optimum trans- 
mit filter and receiver bandwidths  (normalized by the bit rate) 
are  determined  as functions of the remaining  system  design 
parameters  and the all-important selection of the detection 
threshold for the two-bit detection scheme is discussed and 
illustrated in great detail. Finally, the sensitivity of the error 
probability performance results to the optimization of the 
above-mentioned detection threshold  as  well  as the optimum 
transmit  and  receive filter BT products  are also given 
consideration. 

SYSTEM  MODEL-ADDITIVE  WHITE  GAUSSIAN 
NOISE  (AWGN)  MODEL 

Fig. 1 illustrates a GMSK transmitter consisting of (possi- 
bly) a differential encoder, a Gaussian  premodulation LPF, 
and an  FM  modulator  with  modulation  index 0.5. The  dashed 
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Fig. 1. A GMSK transmitter. 
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Fig. 1. A GMSK transmitter. 

lines around the differential encoder indicate that it is present 
for a  two-bit differential detector but absent for a one-bit 
differential detector at the receiver. As discussed in [16], this 
differential encoding  operation is required for the two-bit 
detector in order that hard  decisions  made on the detector 
output reflect decisions  on the true input data  sequence  and not 
a differentially decoded  version of it as  would  be the case 
without the differential encoder at the transmitter input.  The 
purpose of the Gaussian filter is to  shape the input binary 
nonreturn  to zero  (NRZ) data waveform  before application to 
the FM  modulator so as  to  produce  an RF output  with  constant 
envelope but well-suppressed  out-of-band  spurious  power. If 
B, denotes the transmit  Gaussian filter 3 dB  bandwidth  and T 
the data symbol  time,  then,  from  a spectral standpoint, GMSK 
with B,T = 0.2 is almost indistinguishable from TFM [8]. 

Fig. 2 illustrates one-  and  two-bit differential detectors for 
GMSK (note that, structurally speaking, these are the same 
detectors as previously  proposed  for MSK [17]-[21]). The 
important  difference  between the two is as follows. The  one- 
bit detector contains  a 90" phase shift in the delayed  arm so 
that the multiplier output  represents the sine of the change in 
phase of the received signal over  a  one-symbol  time  interval, 
whereas the two-bit detector does not contain  such  a  phase 
shift and thus the multiplier output represents the cosine of this 
same  phase  change  now,  however,  over  a  two-symbol 
interval. As we shall soon see, and  demonstrate  mathemati- 
cally, the impact  of this difference is to result in a  symmetrical 
eye pattern at the detector output in Fig. 2(a) and  an 
unsymmetrical  eye pattern with larger  eye  opening at the same 
point in Fig. 2(b). It is indeed this difference that suggests  one 
to bias the detection threshold  away  from  zero in Fig. 2(b) to 
take  advantage of the larger  eye  opening thus yielding a 
significant improvement in error probability performance 
relative to the configuration in Fig.  2(a). 

For either Fig. 2(a) or 2(b), the signal x(t)  at the input to the 
predetection  Gaussian IF filter is 

x(t)  = J2s cos [wot + &t)] + A( t )  (1) 

where S is the signal power, wo = 2nf0 is the center IF filter 
radian  frequency, d ( t )  is the white  Gaussian  noise  with  one- 
sided spectral density No, and 6(t) is the transmit-filtered data 
phase after frequency  modulation  (with  normalized  deviation 
h = 0.5) given by 

e(t)  = - [d(t)*h,(t)]dt. 
2T - 1  (2) 

In (2), d( t )  is the effective transmitted bit stream  waveform, 
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the asterisk denotes  convolution, and h,(t) is the impulse 
response  of the Gaussian  transmit  filter, i.e., 

1 
2 In 2 

K =  - J-E = 1.0645 

where K is the transformation coefficient relating the 3 dB 
bandwidth B, to the equivalent  noise  bandwidth Bin. (We  note 
that in many papers, the difference  between 3 dB and noise 
bandwidth  for  a  Gaussian filter is ignored,  Le., K is assumed 
equal to 1 .O) .  For the one-bit differential detector of Fig.  2(a), 
d(t)  is the actual input bit stream  waveform,  whereas for the 
two-bit detector of Fig. 2(b), d( t )  represents  a differentially 
encoded  version  of the actual input bit stream  waveform. 

The  IF filter with  equivalent  low  pass  transfer  function 
Hr( f )  bandlimits x(t )  which  results in a  time-varying  envelope 
m(t), further distorted signal phase 4(t), and a signal- 
dependent  noise term: 

X&) =a a(t) cos [wot + 4(t)]  + n(t). (4) 

Letting n,(t) and ns(t)  be independent low pass  zero  mean 
Gaussian  random  processes  with  variance 

where Br, is the two-sided  noise  bandwidth of the equivalent 
low  pass filter H r ( f )  (i.e., the IF bandwidth),  then the noise 
n(t) can  be  written in its narrow-band  representation 

n(t) = nc(t) cos [ q t +  4(t)]  - ns(t) sin [wet+ 4(t)] .  (6) 

Note that if the IF filter is assumed  to  be of the Gaussian  type 
(as will be done  later), then (3) applies with B,, replaced by 
Br,,/2. 

Substituting (6) into (4), we can  write xIF(t) in the polar 
form 

XIF(f) = R(t) cos [wOt i- d(t) i- 77(f)l (7) 

where 

tan - 
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Fig, 2 .  (a) A one-bit differential detector for GMSK. (b) A two-bit differential detector for GMSK. 

In the one-bit differential detector of Fig.  2(a), xIF( f )  of (7) 
is multiplied by a version of itself that is delayed by a symbol 
time T and phase-shifted by 90” resulting in (ignoring second 
harmonic terms) 

where  the phase difference A+(T) is defined by 

AWT) i4(O - 4(t - 7‘) + d t )  - d f  - 7‘) (10) 

and represents the change over  a symbol time of the distorted 
signal phase plus the change in phase noise contributed by the 
additive white Gaussian noise. For the two-bit differential 
detector of Fig.  2(b), the comparable expressions to (9) and 
(10) are 

R(t)R(t - 27‘) 
Y ( t )  = m COS [2woT+ A@(2T)] 

L 

with 

~ @ ( 2 T ) = ~ ( t ) - ~ ( t - 2 7 ‘ ) + ~ ( t ) - ~ ( t - 2 7 ‘ ) .  (1 2) 

As has been done in previous analyses of this type, we 
assume that the carrier frequency is chosen so that 

woT=2nk, k integer (1 3) 

in which case (9) and (1 1) simplify to 

L 

and 

R(t)R(t - 2T) 
Y ( 0  = -9 cos A@(2T). 

L 

The receiver of Fig.  2(a) then decides that a “1” was sent if 
y ( t )  > 0 and a “0” otherwise. Since the envelope R(t)  is 
always  positive, the equivalent decision rule is: decide that a 
“1” was sent if sin A@(T) > 0 and a “0” if sin A@(T) < 0. 

We note that for the one-bit detector, the decision rule does not 
require the addition of a  dc bias since, as will  be seen shortly, 
the value of  A@( T )  for any given data pattern is the negative of 
the value of A+( 7‘) for the complementary data pattern and the 
“sine” function is an odd function of its argument. Equiva- 
lently stated, complementary data sequences which, by defini- 
tion, produce equal intersymbol interference to the data bit of 
interest, result in antipodal detector outputs and thus the eye 
pattern corresponding to y( t )  is symmetric about zero dc level. 

On the contrary,  for  the two-bit detector of Fig.  2@), 
complementary data sequences do not produce antipodal 
values of cos A@(2 T),  and thus the detector output eye pattern 
will be asymmetric.  However, because of this asymmetry, the 
eye opening for the two-bit detector is much larger than that of 
the one-bit detector.  Thus,  one can take advantage of this fact 
to improve detection performance by adding a dc bias Y to the 
decision threshold resulting in the decision rule: decide that a 
“ 1 ” was sent if y ( t )  > Y and a ‘‘0” otherwise. Examination 
of (15) reveals that this decision rule cannot be directly 
translated into an equivalent test of cos Aa(27‘) against a fixed 
threshold because of the time dependence of the envelope 
product R(t)R(t - 27‘). To circumvent this problem, we shall 
assume that the IF filter output in Fig.  2(b) is first passed 
through a bandpass limiter (BPL) before being applied to the 
differential detector. Doing so normalizes the envelope R(t)  to 
unity for all c.  Thus the above decision rule for the two bit 
detector can now be restated as: decide that a “1” was sent if 
cos A@(277 > 2v and a “0” otherwise. 

It should be emphasized that the inclusion of a BPL in the 
front end of the two-bit detection receiver is more than merely 
an artiface to simplify the mathematics. BPL’s are commonly 
used  in practical receivers to protect various loop  components, 
e.g., the multiplier, in environments where signal and noise 
(including intentional as well as unintentional interference) 
levels may vary over several orders of magnitude possibly 
exceeding the dynamic range of these components. We note, 
however, that despite the practical desirability of having a 
BPL in the one-bit detector of Fig.  2(a), from a mathematical 
standpoint it has no effect on system performance computed 
for fixed signal and noise levels. This follows from the fact 
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that the one-bit decision rule as stated above in terms of a test 
of sin A@(T)  against a zero threshold is independent of 
envelope variations in the product R(t)R(t - r). 

Fig. 3 is an illustration of the eye patterns for the one- and 
two-bit differential detector outputs (BPL’s assumed in both) 
for a Gaussian receive filter with B,T = 1.25. This value of 
B,T is the same as that used in [ 161 and corresponds to the 
optimum value for one-bit differentially detected MSK [19]. 
The optimization of B,T for one- and two-bit differentially 
detected GMSK will be considered later on in this paper as 
well as the selection and optimization of the threshold dc bias 
as a function of the remaining system parameters, e.g., 
detection signal-to-noise and transmitter B,T product. Also, a 
more intuitive and illustrative explanation of the asymmetric 
behavior of the two-bit detector will be given following the 
mathematical characterization of the phase change A@(2T)  in 
terms of the transmitted data sequence. 

EVALUATION OF THE AVERAGE PROBABILITY OF 
BIT ERROR-AWGN CHANNEL 

Based  upon the above discussion, the average probability of 
bit error  for the one-bit detector is 

1 
+- Pr {sin A@(T)>Old(t), “0” sent} 

2 (16) 
whereas for the two-bit detector we have 

1 
2 

+- Pr  {cos A@(27)>2vld(t), “0” sent]. (17) 

In the above equations, the overbar denotes statistical averag- 
ing over all equally likely input data sequences. When the 
transmit filter is absent (Le., MSK modulation), it has been 
previously shown [ 2 1 ] ,  [22]  that for the range of receiver B,T 
values of interest, it is sufficient to average only over input 
sequences of length three symbols for the one-bit detector 
whereas for the two-bit detector input sequences of length four 
symbols are sufficient. For GMSK modulation, the additional 
intersymbol interference (ISI) introduced by the Gaussian 
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transmit filter, in general,  requires that we average over 
longer length input sequences depending on the value of 
transmitter B,Tproduct. To determine these sequence lengths, 
we must evaluate the rectangular pulse response of the 
baseband transmit Gaussian filter and examine its time 
dispersion relative to the basic T-s bit interval. Using the 
impulse response h,(t) of (3), it is a simple matter to show that 
the response g,(t) of this filter to a unit amplitude rectangular 
pulse of duration T s is given by 

arT= 5.336B,T (1 8) 

where Q(x) is the Gaussian probability integral defined by 

Q(x) =- 5: exp (G) dy. 
1 

4G 
Fig. 4 illustrates the pulse responses g , ( t )  versus t / T  for 
several values of B,Tproduct. One observes from these curves 
that the significant IS1 introduced by this Gaussian pulse 
shaping filter extends to one adjacent (on each side) bit for B, T 
I 0.4, two adjacent bits for 0.2 I BIT < 0.4, and four 
adjacent bits for B, T = 0.1. Since the shape of the transmitted 
GMSK pulses is rather smooth, we can assume that the 
additional time dispersion introduced by the receive bandpass 
filter is negligible as long as the receiver B,T product is 
relatively large compared to  B,T.  For  example, simulation 
results have shown that when B,T 2 0.2 and B,T 2 0.75 (the 

( - 7r, 7r). Also in (20), 

U- rl W  cos A+ w2 sin2 A+ CY’ = (22) 1 - r12  1 - r 1 2  

where rl is the normalized noise correlation 

which for  a Gaussian receive IF filter 

H,W = exp ( - nf2/2Brn2); B,-n = KB, (24) 

is evaluated as 

r l =  exp [ - ~ ( B , 7 ) ~ 1 .  (25)  

The remaining parameters U, V,  and Ware defined in terms 
of the time-varying signal-to-noise ratio 

a2(t)S Eb a2(t) 
p(t)k- =- - 

N o B r n  NO d r T  
(26) 

by 

where Eb = ST is the signal bit energy and the receive filtered 
normalized signal amplitude as introduced in (4) is given by 

region of most practical interest), it is sufficient to consider at 
most two adjacent bits on each side of the desired bit. 

Returning to (16), and proceeding as in [2 I ] ,  the average bit 
error probability for the one-bit detector of Fig. 2(a) can be 
written in the simplified form 

P b =  Pr {7r~\k(T)127rjd(t), “ 1 ”  sent); 

s’ exp [-(CY] -pl cos e] 
de 

0 CY1 - p1 cos 8 (20) 

where \k(T) is equal to  A+(T) reduced modulo 27r which in 
view of the discussion following [21, eq. (14)] can be 
expressed as 

where Ab(T) = b(t)  - d(r - T) and $(T) = [v(O - v(t - 
T ) ]  mod 2n is a zero-mean random variable distributed on 

\ J - m  / 

where 6(t) is the filtered transmitted phase as defined in (2). 
For the case of MSK, i.e., no transmit filtering, closed form 

expressions for A 4 ,  U, V,  and Ware easily obtainable [21] for 
each of the four transmitted three-bit sequences with a “1” as 
the middle bit. In particular,  for the Gaussian IF filter, we 
have the following. 

A .  “I I I ’’ Bit Pattern 

n 
A+ =- U =  R d ,  

2 ’  

B. “010” Bit Pattern 

V= 0, W= m = R , .  

m 7 r  
A+=2[; [ =  tan-’-<- 

1 - n  4 

U=R,, V=O, W = R , .  

I Herein we omit the  dependence of A 4  on T assuming it to be  understood. 
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Fig. 4. Pulse  response of a Gaussian filter. 
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Fig. 5 .  (a) Worst case differential  phase  pattern  for one-bit detection. (b) 
Worst case differential  phase  pattern  for  two-bit detection. 

C. “011” or “110” Bit Pattern 
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We  note that the values  of A 4  for the complementary bit 
patterns (i-e., those  whose  middle bit is a “0”) would, 
respectively, be the negatives  of  those in (29). Thus, a 
symmetrical  eye pattern is obtained  and the sequence  causing 
the largest degradation of the eye is “010” since this sequence 
yields the smallest value  of A 4  or equivalently sin A 4  (see Fig. 
5(a)  for a typical illustration). 

For GMSK, the above quantities are obtained  numerically 
by computer  evaluation for each of the 16 five-bit sequences 
(recall that the IS1 introduced at the transmitter extends  over 
two  adjacent bits on  either  side of the desired bit) containing  a 
“1” as the  middle  bit. 

For the two-bit differential detector of Fig. 2(b), we  can 
follow a procedure  analogous  to that presented in [22] in 
which  case the average probability of error of (17) can  be 
expressed  as 
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where p is an  angle related to the detection threshold Y by with 

p = sin- ‘2v (32) 

and analogous  to (21) 

‘W 13 = A4(213 + $(2 13 (33) 

with A4(2T) = 4(t)  - 4(t - 213 and $(213 = [ ~ ( t )  - ~ ( t  
- 21331 mod 2a. The probability required in (29) can be 
evaluated  using the general results presented in [23] for the 
probability distribution of the phase  angle  between  two  vectors 
perturbed by Gaussian noise. In  particular,  applying [23, eqs. 
(13) and (14)], we  obtain after some simplification 

U- Wr2 sin ( p  + A$) sin p 
f f 2 I  = 

1 - r22  sin2 p 

P 2 ’  = sgn [ W sin (p  + A$) - Ur2 sin p] 

1 - rZ2 sin2 p 

y’=cos-‘(-r2 sin p ) = y  

A ’ =  sin-’ ( 3 5 4  

where 

with 
U- Wr2 sin ( p  - A$) sin p 

1 - r22  sin2 p 
a2 = 

&= sgn [ W sin &-A$)- Ur2 sin p] 

WZ COs2(p - A+) 
1 -r22 sin2 p 

y =  cos-’ ( - r 2  sin p )  

X =  sin-’ 
02 J1- r22 sin2 p 

and 
W COS (p+A$) 

2J1 -r22 sin: p 

Also the parameter r2 is the normalized noise correlation over 
a 2 T time interval and is given by (23) or (25) with T replaced 
by 2T. 

For MSK, closed  form  expressions for A4,  U, V,  and W 
are  obtainable for the 16 transmitted four-bit sequences  as 
follows. 

Sequence A 4  U V 

We remind the reader that because of  the differential encoding 
operation in Fig. 1 ,  the sequences  above that contain “01” or 
“10” as the middle  two bits correspond to a “ 1 ”  sent whereas 
those that contain either “00” or “ 1 1 ”  correspond to a “0” 
sent. Comparing the possible values of cos A 4  for “0” and 
“ 1 ”  sent, we observe that  they are not  all antipodal. In 
particular, for a ‘ 1 ” sent, cos A 4  can take on  values of 1 or 
cos (a/4 - 5) whereas for a “0” sent the set of allowable 
values  for  cos A 4  is - 1, cos (3n/4 + t;) (or, equivalently, 
-cos (n/4 - t ; ) ) ,  and cos (a12 + 2t;) (or equivalently, . [; s’*’ exp [p2 ’ COS Old0 

- ” - A ’  1 (3%) - sin 2t). Thus, since there is no  sequence  corresponding to a 
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“ 1 ” sent which  gives a value cos A4 = sin 2[, the eye pattern 
is asymmetric  as  previously  alluded  to.  In  fact, the transmitted 
sequences  “1001” and “01  10” which yield cos A 4  = -sin 2[, 
produce  the  maximum  closure  of the eye (see Fig. 5@))  for  a 
typical illustration). 

For GMSK  with  two-bit differential detection,  we must 
average  over all 64 six-bit sequences,  again recalling that the 
IS1 introduced  at the transmitter  extends  over  two  adjacent bits 
on  either side of  the bit of interest (here there  are  two bits of 
interest due  to the differential encoding). As for the one-bit 
detection  case,  the  values of A4,  U, V,  and Ware obtained by 
computer  evaluation. 

NUMERICAL  RESULTS-AWGN CHANNEL 
For  either one-bit or two-bit differential detection of 

GMSK,  an  optimum  value of receiver B,T product will exist 
for  each B, T product  associated  with the transmitter Gaussian 
pulse  shaping  filter.  These  optimum  values of B,T are  also  a 
function  of the level of bit error probability performance. 
Table I provides this optimization  data  for bit error probabili- 
ties of and 

For two-bit differential detection of GMSK,  we  have 
observed that the increased  eye  opening  allows  biasing of the 
detection  threshold  to  achieve  improved error probability 
performance.  This  threshold  can  be  optimized  for  each pair of 
B,T and B,T values  to  minimize the required Eb/No for  a 
given error  rate.  Fig. 6 illustrates the equivalent  optimum 
threshold 2v = sin p versus Eb/No in dB  for  various  values of 
B,T and B,T = 0.9 (the optimum  value  for  most  cases in 
Table  I).  We  observe that for  values  of Eb/No such that the 
corresponding Pb is less  than 10- lo, the optimum  threshold 
approaches  a  saturation  value.  Shortly,  we shall exhibit the 
degradation in performance  obtained  by fixing the threshold  at 
these saturation values  and  operating the system  at  lower 
values of required Eb/No. 

Fig. 7 illustrates  the bit error probability performance of 
one-bit  and  two-bit differentially detected  GMSK  with  trans- 
mitted B, T product  as  a  parameter. In this figure, the 
receiving B,T product  has  been  optimized  and  likewise for the 
detection  threshold (for  the two-bit  detection  case  only). The 
significant performance  advantage of two-bit  over one-bit 
detection for values of B,T of practical interest is clearly 
evident.  A quantitative measure  of this performance  improve- 
ment is given in Fig. 8 where the required Eb/No values  to 
achieve bit error probabilities of and lop6 ,  respectively, 
are plotted versus the reciprocal of B, T with B,T optimized in 
each  case.  Again  for the two-bit detection case, the decision 
threshold  has  also  been  optimized. For the purpose of 
comparison, the required Eb/No to  achieve the above error 
rates for ideal coherent  detection  of MSK is  indicated.  For  an 
amount  of  transmitter  pulse  shaping  corresponding  to  a  value 
of B,T = 0.25 (typical of  mobile  radio applications), two-bit 
differentially detected  GMSK  offers  about  a 7 dB  gain  over 
one-bit  detection. If the optimum B,T is not  used, the 
degradations in performance  for the same  values of Pb are 
illustrated in Figs. 9 and  10, respectively. Both figures  show 
that the performance is much  less sensitive when B,T is 
greater  than its optimum  value  than  when it is  smaller. 

TABLE I 
OPTIMUM B, T PRODUCTS FOR DIFFERENTIAL DETECTION O F  GMSK 

Optimum  Receiver B,T 

03 1 .oo 1.15 0.90 0.95 
1 .o 1.05 1.15 0.90 0.90 
0.5 1.10 1.10 0.90 0.90 
0.4 1.10 1.15 0.90 0.90 
0.32 1.20 1.20 0.85 0.85 
0.25 1.40 1.45 0.90 0.90 

0 .4  , , , , , , , , , , , , , , , , , , , , , , ~, 

B,T = 0.25 

i 

0 
0 5 10 15 20 25 39 

EdNo, dB 

Fig. 6 .  Optimum  threshold  versus Eb/No for two-bit differential detection of 
GMSK; BrT = 0.9. 

Figs.  11  and  12  show the performance of two-bit  differen- 
tially detected  GMSK  for B,T = 0.5 and 0.25, respectively, 
and  various  threshold  values.  In  each  figure,  the  value of B,T 
was  kept fixed at 0.9 which is approximately  optimum  for all 
cases  considered.  For  some  threshold values, numbers  are 
given in parentheses  which indicate the Eb/No values in dB at 
which  the  corresponding  threshold is optimum.  From the 
numerical  results illustrated in these  figures, we observe that 
by using the optimum  threshold  associated  with  large Eb/No 
(i.e., the saturation  value),  the  degradation that occurs  at  small 
&/No is negligible. However, the reverse is not true, namely, 
using the optimum  threshold  associated  with  small Eb/No 
produces significant degradation at large Eb/No values.  The 
implication of the  above, is that for operation in a  Gaussian 
noise  environment,  a practical solution for system  design 
would  be  to  fix the detection  threshold  at its large Eb/No value 
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Fig. 1 1 .  Bit error  probability  performance of  two-bit differential  detection 
of GMSK; B,T = 0.9, B,T = 0.5. 

E&, dB 

Fig. 12. Bit error  probability  performance of two-bit  differential  detection 
of GMSK; B,T = 0.9, B,T = 0.25. 

0 0.1 0.2 0.4 0.6 0.8 
THRESHOLD, 2 Y 

Fig. 13. Required &/NO in dB to  achieve  a  desired  bit  error  rate  versus 
detection  threshold; B,T = 0.9. 

as  determined  from  Fig. 6. Finally,  Fig. 13 shows the 
sensitivity to  threshold variation of the required &,/No 
necessary  to  achieve Pb = and respectively. 

PERFORMANCE  OVER  THE  FADING  CHANNEL 

In the previous  sections, the authors  presented the perform- 
ance  of  one-  and  two-bit differential detection of GMSK in an 
AWGN  environment.  For  land  mobile satellite applications, 
the appropriate  transmission  model (satellite-to-mobile 
downlink) is that of  a  Rician  fading  channel.  In this section, 
we  extend the previous  results  to  apply  to this case. 

SYSTEM  MODEL-RICIAN  FADING CHANNEL 
When  a  narrow-band signal such as GMSK is transmitted 

through  a  multipath  fading  (time  dispersive)  channel,  then the 
received signal will, in general, consist of a direct component 
and  a  summation of scattered  components  with  random 
amplitudes  and  time  delays.  Assuming  a flat (nonfrequency 
selective) fading  model,  then the direct  component is an 
amplitude  scaled  version  of the transmitted  GMSK signal and 
the sum of the scatter  components  are  modelled by a single 
diffuse component  of the form of the transmitted signal with 
Rayleigh  distributed  amplitude  and  uniformly distributed 
phase.  The  combination of the direct  and diffuse components 
produce  an  equivalent  Rician  channel  wherein the received 
signal (in the absence of noise) can be written in the  form 

s(t) = Jz rl COS [oat + e(?)] (36) 

where 7 is a Rician  random variable with probability density 
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function (pdf) 

1 0, otherwise (37) 

In (37), S,, is the  power of the diffuse component  and K A &/ 
Ssc is the propagation signal-to-noise ratio,  i.e., the ratio of the 
power in the  direct  to that in the diffuse component.  Since 
from (36), the totd average  received  power S is 

- 
S = q 2 = S d + S s c  (38) 

then,  defining 

(39) 

we see from (38) that 2 = 1 ,  and  moreover, we  can  rewrite 
(36) in the normalized  form 

S(t )  = aJTs cos [wot + 8(t)] 

where  the  normalized  amplitude “a” has the pdf 

317 

through the details,  we  arrive at the result 

l + K  
exp (-ca2>=- exp [ - K  1 . (43) 

1 + K + C   1 + K + C  
Note that as K --+ 0 (i.e., pure  Rayleigh  fading), we arrive at 
the well-known result 

exp ( - C a 2 ) = -  . (434 
1 

1+c 
EVALUATION OF THE ERROR  PROBABILITY OF BIT 

ERROR-RICIAN  FADING CHANNEL 

For  one-bit differential detection  of  GMSK, the average bit 
error probability over the AWGN  was  shown  to  be  given by 
(20) where a1 and p1 are  parameters (see (22)) that are linearly 
dependent on the bit energy-to-Gaussian  noise  ratio &/No 
through the relations (23)-(30). Since, in view of this, the 
quantity J m / ( a l  - cos 6) is independent of Eb/No, 
then  using (43), we  obtain the analogous result for perform- 
ance  over the Rician  channel,  namely, 

( l + K )   [ l + K + E l - B ,  cos 61-1 
2n E1 - p, cos 8 

P b  = 

i 241 + K )  exp [ -K-a2(1   +K)]10(2dK( l  + K ) ) ,  a 1 0  

0, otherwise = 

In what f o ~ ~ o w ~ ,  we shall need  to  perform  expections of the where el and 6, are related to  the  average bit energy-to-noise 
form  ratio E b / N o  = ST/No by the identical set of relationships as 

mentioned  above. 
(42) For  the  case  of  two-bit differential detection of GMSK, we 

can  use  similar  analogous  arguments  to  transform (34) and 
exp(-Ca2)A p(a) exp ( -Ca2)da S:. 

where C is a  constant. Substituting (41) into (42) and  carryidg (35) into 
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NUMERICAL RESULTS-RICIAN FADING CHANNEL 
Figs. 14 and 15 illustrate the average bit error probability of 

one-bit differential detection of GMSK as computed  from 
(44), ( 4 3 ,  and  (46)  for  transmit B, T products  equal  to 0.25 
and 0.5, respectively.  The  receive filter B,T product is kept 
fixed at the corresponding  optimum  value  as  determined  from 
Table I. At  each  point on the two-bit  detection  curves, the 
optimum  threshold (that which  minimizes Pb) has  been 
selected.  The  curves  marked  "no  fading"  represent the 
performance in an  AWGN  channel  and  thus  agree  with the 
equivalent  numerical results given in Fig. 7. As  fading 
increases, the performance  deteriorates  as  expected  approach- 
ing the familiar  inverse  linear  behavior of error rate with 
average bit energy-to-noise  ratio in the limit as the direct 
signal component  disappears,  i.e., a  purely  Rayleigh  channel. 
Furthermore, the dramatic  improvement in performance  on 
the AWGN  offered by. two-bit  over one-bit differential 
detection  diminishes as fading  begins  to  dominate the channel. 

To demonstrate the sensitivity of  two-bit differential detection 
performance to detection threshold, Figs.  16 and  17 illustrate 
the required  average bit energy-to-noise ratio to  achieve bit 
error rates of  and  for B,T= 0.9 and B,T= 0.25,0.5, 
respectively. We  observe  from these results that the selection 
of the optimum  threshold (that which  minimizes  required Eb/ 
No) is virtually insensitive to  the  fading  level.  Furthermore, 
the sensitivity of  performance  degradation to threshold  choices 
other  than  the  optimum is much less for the fading  channel 
than for the AWGN  case.  Thus,  one may select the optimum 
threshold  for the AWGN  channel  and suffer virtually no loss 
in optimality  on the fading  channel.  This is a very  desirable 
result from the practical  standpoint  of  system  design. 

CONCLUSION 

Two-bit differential detection of GMSK is capable of 
offering far  superior  performance  to the more  conventional 
one-bit differential detection  of the same  modulation.  The 
potential advantage  stems  from the asymmetry of the eye 
pattern produced at the  detector  output (one-bit detection has a 

Fb/No, dB 

Fig. 14. Average bit error  probability  performance of one- and two-bit 
differential  detection  of GMSK over  Rician  fading  channel; B,T = 0.25, 
B,T = 1.4 for  one-bit and 0.9 for  two-bit  detection.  (For two-bit case, 
detection  threshold is optimized  at  each Eb/No.) 

symmetrical  eye pattern with  a  smaller  eye  opening)  thus 
enabling  one to bias the decision  threshold in the direction  of 
the larger opening  of  the eye. A thorough  parametric 
investigation of the two-bit differential detection scheme 
reveals that the best performance is obtained by optimizing the 
receiver filter bandwidth-time  product as well  as the detection 
threshold.  The sensitivity of the receiver  performance  to 
deviations  from  these  optimum  parameter  values  has  also  been 
explored in great  numerical  detail. 
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- 
E b b  dB 

Fig. 15. Average bit error probability performance of one- and  two-bit 
differential detection of  GMSK over Rician fading channel; B,T = 0.5, 
E,T = 1.1 for one-bit and 0.9 for two-kit detection. (For two-bit case, 
detection threshold is optimized at each E,/N,.) 

m (NO FADIN C) 

0 0.1 0.2 0.3 0.4 0 4  
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Fig.  17. Required EbiNo to achieve a desired error rate versus detection 
threshold; E,T = 0.5; E,T = 0.9. 
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