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Performance Enhancement Through Joint Detection
of Cochannel Signals Using Diversity Arrays

Stephen J. GranStudent Member, IEEEand James K. Caversjember, IEEE

Abstract— Joint detection based on exploiting differences receiver. This method does not rely on spectrum spreading and
among the channels employed by several users allows a receiveiit can, therefore, be applied to narrow-band systems, such as
to distinguish cochannel signals without reliance on spectrum frequency-division multiple access (FDMA) or time-division
spreading. This paper makes a number of new contributions - . .
to the topic: it provides an analytical expression for the union multiple acces_s _(TDMA)' Since the numbgr of users sharing
bound on average symbol-error rate for an arbitrary number the same slot s likely to be much less than in a CDMA system,
of users and diversity antennas in a fading environment, for the computational complexity of the joint algorithm may not
both perfect and imperfect channel state information (CSI), and pe a significant issue.
it compares the performance of joint detection with diversity Joint detection based solely on channel differences has
antennas against classical minimum-mean-square-error (MMSE) . S .0 .
combining. The performance is remarkable. With accurate CSl, received only limited attention in the literature, e.g., [4]-{6].
several users can experience good performance with only aln both [4] and [5] constant channels and perfect channel state
single antenna; moreover, for perfect CSl, only a 2-dB penalty is information (CSI) are assumed, although in [4] multichannel
incurred for each additional user. With several antennas, many reception is considered. In [6] deterministic channel estimation
more users than the number of antennas may be supported qgqats gre investigated, but the channel and the estimation

with a slow degradation in performance for each additional .
user. Furthermore, high accuracy is not required from the ©IfOrs are constant, and the receiver has only one channel

channel estimation process. In all cases, the performance of available.
joint detection exceeds that of MMSE combining by orders  The present paper makes a number of new contributions.

of magnitude. It appears to be the first to address multiuser detection based
Index Terms—Antenna arrays, cochannel interference, fading ©n channel differences in the context of fading channels. It
channels, multidimensional signal detection, multiuser channels. provides an analytical expression for the union bound on
average symbol-error rate for an arbitrary number of users and
I INTRODUCTION diversity antennas, and for both perfect and imperfect CSI.

o . In addition, it compares the performance of joint detection
J OINT detection is a method whereby the central receivgf giversity antennas against minimum-mean-square-error

in a communication system exploits differences among\isg) antenna combining—a classical approach for sup-
several cochannel users’ signals in order to make a SiMylsging cochannel interference when making single-user deci-
tgneous decision on all of the users’ data. In t!’]IS way, seveggl s [7]. Although the model has been simplified by requiring
S|g.nals can occupy the same frequency and time S_IOt' lead(igrs 1o be synchronized by symbol, this study provides the
to improved spectrum efficiency and system capacity. motivation for investigation of asynchronous performance.
_ Recently, much attention has been focused on joint deteC—rq requits are striking. With accurate CSI, several users
tion in the _context of code-d|V|§|0n multiple-access (CDMA):an experience good performance with only a single antenna.
systems, since the central receiver has knowledge of all USEffith a few antennas, many more users than antennas can be
orthogonal spreading sequences, which allows the signalsignqrted and the accuracy of the CSI can be quite lax. In all

be di;tinguished. One of the most referenced works in tkﬁﬁses, joint detection outperforms MMSE combining by many
area is that by Verdu [1]. Subsequent works, e.g., [2] apfl.ipels or orders of magnitude.

[3], focused on the development of suboptimal detectors, sincqn Section Il the system model is presented. In Section I

the computational complexity of the joint detection algorithrgyg metric for the maximum-likelihood joint detection receiver
increases exponentially with the number of users—a potenialyeriyed. In Section IV we derive an analytical expression for
problem for a CDMA system with many users. _ the average bit-error rate (BER) for the joint detection receiver
An alternative method of distinguishing cochannel signals ig,4 5 quasi-analytical expression for BER for the MMSE
to exploit differences in the channels between each user and {i¢,ining receiver. Section V presents results highlighting the

Paper approved by K. B. Letaief, the Editor for Wireless Systems §erformance of joint detection and comparing it with MMSE
the IEEE Communications Society. Manuscript received November 3@ombining. Finally, conclusions are drawn in Section VI.
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The output of the antenna array is the signal plus noise
r(k) vector

/

L Antenna

M
y(t) = G®s(t) +2(t) = Y gm(t)sm(t) +2(t)  (3)

Diversity
Array Joint é(k) m=t
Detection where s(¢) is the lengthd/ vector of transmitted signals.
The elements of the noise vectsft) are independent white

Gaussian noise processes with double-sided power spectral
V (k) density V. Upon receptiony(¢) is passed through a bank of

matched filters each with impulse responsé—¢) and then
0 é;'t‘l";‘:;‘t‘jr sampled everyl” seconds to produce the vector
y(z
M
Fig. 1. Model of joint detection receiver. r(k) — Z Arngrn(k)crn(k) + n(k) (4)
m=1

shift keying (PSK) modulated and synchronized by symbakhere the elements d,,(k) and n(k) are zero mean with
L-fold antenna diversity is employed at the receiver with th%rianceag and N, respectively. With reference to (4), the

antenna elements spaced far enough apart to ensure indepgBrage pgr-branch signal-to-noise ratio (SNR) for useat
dent fading. A model of the receiver is shown in Fig. lthe input to the detector is defined as

A restriction is made to the symbol-synchronous case which

allows an illustrative vector/matrix description of the system, _ 3 El[Amgim(K)em(R)?] AR (5)
leading to results that are easily interpreted and show the trends "  Eflni(k)[?] N,

that would likely occur in a more typical asynchronous system.

Note that throughout this paper the following conventions,

are used: variables in italics are scalars, lowercase boldfé{&'éh _estlmate_s, den_otedf(k), .Of the channel gan matrix.
variables are vectors, and uppercase boldface variables gpémstent with previous notation, the channel estimate vector
matrices. Furthermoré,and” denote, respectively, the com—Vm(k) denotes thesth column ofV (k). To keep the treatment

plex conjugate transpose and regular transpose of a Vectopgperal, we have not prescribed a specific channel estimation

matrix, and* denotes complex conjugate. Since all signa%fheme’ although the estimates are typically obtained through

are represented by their complex baseband equivalents, R use of embedded references such as pilot tones or pilot

ower (or variance) of the bandpass sigifd), with baseband symbols [8]. N . :
(Fa)quival(entv(t) is)P n lE[|5(t)|2] gz\,(hbere E[] is the _After matched filtering, the received vectefik) along with
expectation or;erator. 2 ’ the channel estimates M(k) are input to the detector, which

Each user's transmitted signal is given by makes a joint decision on all users’ symbols using the metric
derived in Section Ill. The output of the detector is the
sm(t) = A, em(R)p(t — kT) (1) vector of symbol decisiong(k), which is an estimate of the
% transmitted data vectar(k) = (c1(k), c2(k), - -+, car(k)).

To aid detection, the channel estimator provides the receiver

where ¢,,, (k) is the mth user's PSK data symbol during the

kth signaling interval, normalized such thht,,(k)]*> = 1, lll. JOINT DETECTION METRIC

p(t) is a root Nyquist pulse normalized to unit energy, i.e., Let {c; = (¢1, ci2, ---, cinr)} be the set of all possible
7 Ip(#)|?dt = 1, T is the symbol period, andi,, = transmitted data vectors where the time dependence of all
V2P,,, where P, is the average power i, (t). variables has been dropped in the subsequent analysis for
The channels between the multiple users and multipt@nvenience. Fof/ users and a PSK constellation size(af
antennas are described by the channel gain matrix the number of possible data vectorgJ4!. The joint detection
metric is derived starting from the observation that the maxi-
gu(t)  g12(t) - giu(t) mum a posteriori (MAP) detector selects that vectoy from
_ gu(t)  g2() - g2m(D) (2) the set{c;} for which thea posterioriprobabilityp(c;|r, V) is
: : : maximum. Under the assumption of equiprobable data vectors,
gri(t) gr2(t) -+ grum(t) this is equivalent to maximizing the probabilipfr|c;, V).

It is assumed in this study that theth user’'s channel

where the zero-mean complex Gaussian random variaBlimatev,, is a zero-mean complex Gaussian random vector
gim(t) is the gain of the channel between theh user and (o rejated with the true channel gain vectgy. As with g,,,,

Ith antenna. Due to independent fading across the anteRna sssumed that the elements of, are independent and
array, theL elements of thenth column of G(#), denoted aye equal variance? . Furthermore, it is assumed that the

by the channel gain vectcg_m(t), are independent and are;qrgation between,, andg,., is described by the covariance
assumed to have equal vananﬁgam. Furthermore, the users otrix
are assumed to be spaced far enough apart (a few wavelengths)

that the columns ofx(¢) are mutually independent. Re, v, = 5 ElgmV),] = pmog,. 00,1 (6)



1040 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 46, NO. 8, AUGUST 1998

where p,,, denotes the correlation coefficient between corre- Neglecting hypothesis-independent terms, the appropriate

sponding elements of,, andg,,,, andI is the L. x L identity joint detection metric to be minimized is

matrix. Implicit in this assumption is that,, is the same for

all antennas and that,, on one antenna is uncorrelated with

g ON a different antenna. A = Z
It is important to emphasize that thg,’s (generally com-

plex quantities all with|p,,| < 1) collectively reflect the Evidently, the receiver requires knowledge of the product

quality of channel estimation. For the limiting case of perfecd,,,v;,, for every user. Fortunately, this quantity is gener-

CSl, p., is equal to unity for all users. Note that in typi-ated explicitly in a pilot-based channel estimator. The other

cal channel estimation schemes such as pilot-symbol-assigteguired parametes,,, is determined at design time; however,

modulation (PSAM) [8],p., iS expected to vary with SNR, if the true channel statistics differ from the design statistics, a

tending to unity with very large SNR. This will be discussethias is introduced. We have assumed the bias to be zero and

2

M
T — Z Anlﬁnlcinlvlnl . (12)
=1 m=1

in more detail in Section V-A. focused the analysis on the random channel estimation errors.
Sinceg,, andv,, are jointly Gaussian with independent It is interesting to note that for a single user, the metric de-
components, we can write fined in (12) leads to the well-known maximal-ratio-combining
(MRC) receiver. ForM = 1, after neglecting hypothesis
Bm = BmVm +em (7) independent terms, (12) reduces to

whereg,,, = pimoy.,. /0w, is the coefficient for MMSE estima-
tion of g,,, from v,,, and, by the principle of orthogonality, the A =Re
channel estimation error vecter,, is uncorrelated withv,,,.
The conditional mean and covariance matrixggf are then

L
ct Z 7’1117] . (13)

=1

Evidently, the receiver weights each antenna sigpddy v},

L —8,v (8a) combines thd. signals, and derotates the sum by the various
B [V 1 T symbol hypotheses to determine the most likely transmitted

Ry, |, =02, (80)  symbol.

respectively. The estimation error variance is, in turn, given by
IV. ERROR PROBABILITY ANALYSIS
ng = ‘7§m - |/3m ol = (1 - |pm|2)‘72 . 9)

Um Gm

Section IV-A contains an analysis of the error performance

. . . . of joint detection based on the metric derived above. For
Note that in this papex,, is scaled, for convenience, such . . .

. . . ' " " reference, Section IV-B contains an analysis of the error
that |5,,] = 1. Even with this magnitude normalization,

B still occurs in subsequent equations since, in general,pﬁrformance of the well-known MMSE combining receiver

s COMmDlex auantity with an associated angle. The abog with the addition of channel estimates. In contrast to joint
plex q y gle. ?tection, which exploits the CSI from other users to make

quatlons c2learly show that for perfect CSI from the channae single joint decision, the MMSE combining receiver makes
estimator,oZ, =0 and vy, = gy separate decisions on each user’'s symbol while attempting to
From (4),r conditioned onc; andV is Gaussian. Use of P M pting

(8a) and (8b) gives its conditional mean and covariance mamc,)gppress the interference from other users.

respectively, as _ )
A. Joint Detection

M

. ‘ Here we determine an upper bound on the probability of
Prle:, v = z_:l A i Cim Vi (102) symbol error for usem, denotedP, . First, let the trans-
Sy mitted data vector be; = (¢j1, ¢jo, -+, ¢jar). According
Ryjo, v = A20% 4N, |L (10b) to (12), the detector choos:es the erroneous data \_/@pt@f
o] ™ (67‘,1, Ci2, ", Ci]\/[) over c; if A < AJ The probablllty of

this pairwise error event is denotdd(D,; < 0|c;), where
The probability density function (pdf) aof, conditioned onc; Dy = A — A
and 'V, can now be written as The union bound on the probability of symbol error for
1 user m, given thatc; is transmitted, is given by the sum
p(rle;, V) = " I of the pairwise error probabilities over the subset of vectors
(2m)L < A2o2 4 No> in {c,} that differ in theirmth position fromc;. Assuming
1

meem equiprobable transmitted data vectors and noting that the
2 probability of error does not depend on which data vector
is actually transmitted, we have

P, <Y P(D;; <0lc)) (14)

m=

L

>

=1

M
Tt — § Arn jrncirnvlrn

m=1

M

> AZo2 +N,

m=1 where ¢ indexes the subset of vectors {r;} that differ in
(11) their mth position fromc;.

o~
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The pairwise error probability is determined in the following The inversion of (21b) is made easier by the fact that the
manner. First, using an alternative form of the metric definedatrix 2RF;; has only two nonzero eigenvalues denolegd
in (12), the random variabl®,; can be written as a sum ofand A;;» (see Appendix). Thus, rearranging (21b)
L Hermitian quadratic forms

L
Dij1Dij2
(PDZ.]. S) = (22)
D;; = Z Z}LFUZI (15) ( ) (5 _pijl)(s _pijQ)
=1
where the convention is used that the ppler = —1/A;;1

where the length + 1 vectorz; is defined as is in the left half-plane, and the pol,s — —1/Aije i in

20 = (r, v, iz, - - i) (16) the right hglf-plane. S_l_nce_ (22) Is similar in form to [1Q, eq.
(4B.7)], suitable modifications give the sought-after pairwise
The Hermitian matrixE;; is defined as error probability as
Fi; = (wu —wjuf)” 17) 1 2 /20-1\/ pij2\"
’ Py <Ole) =y X (P )(-22)
where the vectors; andu; are given by 1_ M) k=0 Piji
Dij1
w, =(1, —A1Bicit, —AsPacia, -+, —AuBucin)’  (18a) (23)
w; =(1, —AiBicj1, —AsBecja, -+, —AmBucim)’ (18b)
_ _ _ Finally, by substituting this expression into (14), the union
Next, observing (15), define the random variable; = bound on the probability of error for uset is given by
leFijzl. Sinced;;; is a Hermitian quadratic form id{ + 1
zero-mean complex Gaussian random variates, according to 1 L=l /or 4 Kk
[9, eq. (B-3-21)] the two-sided Laplace transform of the pdf P, <> ————— > _Pij2
\ : N2t L Pijt
of diﬂ IS i 1— @) k=0 J
1 Dij1
)= 1 (24)
$a:(8) = JTT 2sRF;;) (19)
where the covariance matriR — %E[zlzﬂcj] is given where, again; indexes all those vectors it;} that differ in

; -~ their mth position from the transmitted vectas.
in (20), shown at the bottom of the page. The region of For the special case of a single user, binary PSK (BPSK)

convergence ofgy. ., (s) is the vertical strip enclosing the . .
Jw axig bounde(gdﬁly( t)he closest pole on gither side.gDue ?g;nallng, and perfect CSl, (24) reduces to the result for the

independent fading across the antenna arrayzfisein (15) exact probability qf bit error (rather than the_ union b(_)und)
. , o for the MRC receiver. Sincé/ = 1, the matrix2RF;; is
are independent as are tlig;'s. Consequently, the two-sided ) L )
o only 2 x 2; therefore, its eigenvalues can be found analytically
Laplace transform of the pdf oD;; = >~; dij; is simply resulting in the pole ratio — p/ ven b
the product®p,,(s) = II, ¢a.,(s). Moreover, sinceR is g P =p2/p1 9 y
independent of

1++vV1+1-1
I = (25)
bp,.(s)= - (21a) 1= Vi
Dig det(I + 2sRF;;)
L wherel" is the average per-branch SNR defined in (5). The
probability of bit error is then
1
=l (21b) L—1
M+1 1 2L -1 k
H (1+ sA\ijx) b= (1 — )2t Z < k >(_7‘) (26)
k=0
k=1
where X is the kth eigenvalue oPRF ;. which is equivalent to [10, eq. (7.4.15)].
- M -
Z A2 ol +N, Aifroliciy Axfolscis - AumBuoiyciv
m=1
_ Alﬁj‘faglc;ﬁl o2 0 ‘. 0
R= A2/350520}k’2 0 ol T 0 (20)
L AMBRoia i 0 0 T -
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channel estimate matriyv, and the symbol vectoe =

(%)
(1, ca, -+ -, cpr) is Gaussian. To see this, l&f, = w,r =
o~ z, (k) ¢, (k) Y+ =z where, using (4) and (7)
X > ' Decision — "
r(k) ;
. . y=w Z AnBnvancn (30)
. . n=1
- M
() €, (k) e, (k) z=wh <Z Anepcy + n) . (31)
‘ n=1

Observing (28b)w,,, is deterministic for a giveiV. Thus, for
a givenc, ¥ is deterministic as well, and is Gaussian since
both e,, and n are Gaussian. Furthermore,is zero-mean.
Therefore, givenc with ¢,, = +1 and V, the conditional
probability of error is the probability that the real part®f
B. MMSE Combining goes negative, given by

*

w

m

~—
ta
—

Fig. 2. Model of MMSE combining reciever for theth user.

Here a quasi-analytical expression for the bit-error proba- R Re[y]
bility of the MMSE combining receiver (Fig. 2) using channel P[Re[én] < Ole, V] = Q( o ) (32)
estimates is derived. For each individual user, the weight
vectorw,,,(k) is chosen to minimize the mean-squared valughere Q(-) is the Gaussia®-function, and the variance of

of the error signak,,,(k) = ¢, (k) — ¢, (k) given by z is given by
Em = 2 Ellcy, — wihren,, V] (27) M
: ot = (z 2ot No) whwe (@)
where the time dependence has been dropped for convenience. n=1

Note that the expectation in (27) is taken over the jomlthe average probability of bit error for uset follows by

ensemble of channel estimation errors, noise, andithe 1 o . : :
interfering users’ symbols. The output of the detector is tri(% gf“ttﬁgn% iﬁot)ar?snedm(sl? c':; ﬁ? c?r?gn;aekllngstti?]?ateexspe;rtgtl?r?e
symbol decisioné,,(k), which is chosen to be that symbol. J

closest in Euclidean distance to the combiner outputk). interfering users’ symbols
The optimal weight vector for thenth user is found by

M
expanding (27), differentiating with respect teo,,, setting Re|wt Z AnfBnVicn
the result to zero, and solving for,,,. For the case of PSK et
modulation, the result is b, =E|Q = (34)
wort = (Efer e, V1) e, Elrlem, V] (28a) (Z AZ02, +No> Wi Win
n=1

M -1
= <Z Ai(VnVLJrZUnt)JrZNoI) AmPmVm  where it is understood that,, = +1. In this way, we
n=l1 have increased the simulation accuracy by performing the
(28Db) average over the noise and channel estimation error ensembles
analytically.

where, to avoid confusion later, the subscriptis used . . .
in all summations. Equation (28b) generalizes the weightYSing (34), the BER for user is determined through

equation derived in [7] to include the case of imperfect channdmulation by the following method: at each iteration generate
estimation. For the special case of perfect channel estimatfgh £ > # matrix V of independent zero-mean complex
(02 = 0andv,, = g.) (28b) and [7, eq. (9)], are equivalent.Gauss'an random samples, with the elements in colaumn

: ; 0 . )

For the case of BPSK modulation, the probability of bifidving variances;, , calculate the weight vectow,, using

error for themth user, denoted®, is (28b) along with (9), and then average Wefunction in (34)
' ™ over all possiblec’s with ¢,,, = +1.

P, = P[Re[ém] < 0|cm = +1]. (29)

Unfortunately, the pdf of,, is difficult to obtain for M > V. PERFORMANCE RESULTS

1 due to the matrix inversion in (28b). Thus, in order to In this section we provide some numerical results that
determine BER'’s for arbitrary/, simulation is required. For follow from the analysis in Section IV. Specifically, the
M = 1, though, it can be shown that by using the matriresults highlight the performance of the following: 1) joint
inversion lemma [11], (28b) reduces to the weight vector fatetection of equipower signals with a single antenna; 2)
the MRC receiver with bit-error probability given by (26). joint detection of equipower signals compared to MMSE

Before resorting to simulation, some progress can be magtembining for multiple antennas; and 3) joint detection of
toward a quasi-analytical BER expression by recognizing thabnequipower users. In all cases both perfect and imperfect
the pdf of the random variablé,, conditioned on both the CSI are considered.
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Fig. 3. Performance of joint detection of equipower users with a single antenna. The lower set of curves is for perfect CSl; the upper set is for
imperfect CSI withp,,, = 0.999 for all users.

Although the analysis in Section IV applies@ary PSK in Although these analytical results are for BPSkary PSK
general, for simplicity, we limit the results in this section to théQ = 4) shows a similar behavior: the BER curves are parallel,
case of BPSK modulationtf = 2). As discussed previously, with a degradation of about 4.8 dB for each additional user.
perfect CSI is modeled by setting the channel estimatidmis latter result was determined by simulation(@fary PSK
correlation coefficienp,,, for all A users to unity; values of with perfect CSI.
pm less than unity imply imperfect CSI with estimation error Qur analytical results are quite general in that we have
variances? given by (9). For convenience, the channel gaigssumed an arbitrary—but fixeds= with no reference to the
varianceagm is set to 1/2 for all users so that the channelgctyal channel estimation scheme used. In a typical single-
do not alter the power of the transmitted signals, and the pgkannel system employing PSAM [8], though, the channel

branch SNR for user defined in (5) becomes,,, = £,,/No.  estimation error variance?  varies inversely with SNR over a
In this way, different receive powers for each user are modelggho range, i.e.g? = b/l“m . The constant of proportionality

by assigning appropriate values to thg,’s. b depends on various parameters of the PSAM scheme such as

interpolator order, pilot symbol spacing, and the Doppler fade
rate.agm is related top,,, through (9); thus, the variation @f,,

Fig. 3 shows the performance of joint detection %ith SNR can be modeled 48, (I')| = /1—(b/O§mFm)-

cquipower 5|g.nals using single _antenna for bOth. perfect andFor illustrative purposes, we present results using this model
imperfect CSlI; for the case of imperfect CSl,, is set to for assuming a 1% Doooler fade rate. an 11th-order
0.999 for all users. Note that the performance of each user s Pm 9 PP '

identical since all signals are received at the same power Ie{;gfarpolator, and a pilot spacing of te_n symbc_ils:(0.1613). .
andp,,, is the same for each user. With reference to the perfddg- 4 compares the performance using the fixed and variable
CSI curves, it can be seen that the performance degrades’y M0dels for the detection ofi/ = 4 equipower users.
only about 2 dB for each additional user. This value decreas%%XEd pm Of 0.999 for all users is chosen for comparison
to approximately 0.2 dB with four antennas. In the low-SNRINCE2m(I'm) ~ 0.999 at the midpoint (20 dB) of the SNR
region the two sets of curves are coincident, implying th&&nge considered. As might be expected, the consequences
noise, rather than channel estimation error, is the domindtt fiXing pm are that the error rate is pessimistic in the
effect determining error rate; that i8, > o2 in this region. high-SNR region and somewhat optimistic in the low-SNR
In contrast, in the high-SNR region, channel estimation erréggion. Using the variable,, model, the error floor disappears
dominates the performance, causing an irreducible error ratace p,(I',) ~ 1 in the high-SNR region. In the low-
similar to that observed in systems employing differenti&@NR region the performance is degraded by approximately 2.5
detection. As can be seen, though, up to four users may & Moreover, the variablg,, curve runs essentially parallel
supported while still maintaining an error rate below #9-a to the perfect CSI curve with a performance degradation of
striking result for only a single antenna. approximately 2.5 dB. This behavior is typical of what we

A. Single Antenna
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Fig. 4. Comparison of fixed and variahlg, models for the joint detection df/ = 4 equipower users with a single antenna (fixed is 0.999 for all users).
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Fig. 5. Tightness of upper bound on BER for the joint detection of equipower users with a single antenna and perfect CSI.

have observed in other situations. We will return to modelingf the bound requires a somewhat higher SNR; however,
the variation ofp,, with SNR in Section V-C. Until then, the the accuracy is quite satisfactory for normal values of BER.
fixed p,, model will be used for generality. As for increasing the number of constellation poidis the

We also investigated tightness of the upper bound. Fig. Bound becomes loose, like the union bound@ary PSK in
which compares the bound to simulation values for perfecbnventional single-user operation; however, in such cases a
CSI, shows that it is asymptotically tight with increasindpetter approximation can be obtained by considering only the
SNR. As the number of usef® increases, a given accuracydominant error events.
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o]
10 E T T T T T T T
N ] M=5
-1 ‘
10 { M=4
| m=3
10-25_ \\\\ MMSE 4
10" ION E
c AN 3
w AN Y M=2
m F ~
-4 ~d
10 F N E
3 A M=5
\\\ 1 M=4
10 F \‘\\ { M=3
‘\\\ 1 M=2
[ \‘~\‘\
10 ¢ Tl 1 M=1
10'7 L 3 ! I 1 L '
0 5 10 15 20 25 30 35 40

SNR (dB)

Fig. 7. Comparison of joint detection and MMSE combining with= 2 antennas, equipower users, and imperfect @g] & 0.999 for all users).

B. Multiple Antennas of users exceeds the number of antennas, the performance of
Fig. 6 shows the performance of joint detection dPint detection degrades gracefully with each additional user.
equipower signals compared to MMSE combining foe= 2 Note that if the variablep,, model is used, a similar effect
antennas and perfect CSI; Fig. 7 is for imperfect CSI witt® that observed in Fig. 4 occurs. That is, the joint detection
pm = 0.999 for all users. Clearly, joint detection outperformgurves in Fig. 7 become essentially parallel to those for the
MMSE combining by a very large margin. Whereas for MMSIperfect CSI case, but shifted to the right by approximately 2
combining the performance is unacceptable when the numio& for A/ = 2 and 4 dB forM = 5. In contrast, the MMSE
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Fig. 9. Channel estimation accuracy required to achieve error floor of Mith equipower users.

combining curves are not significantly affected since the errappropriate value at 12 dB. As can be seen, the performance
rate is approximately constant with SNR faf > 2. of joint detection degrades slowly and in a linear fashion as

Evidently, joint detection can support many more users théme number of users increases. In contrast, the performance of
the number of antennas. This fact is clearly illustrated in FigyMSE combining degrades very quickly and saturates at an
8 in which the error performance of both joint detection andnacceptably high error rate féd > L. For a large number of
MMSE combining are plotted against number of users atusers, the performance of joint detection is orders of magnitude
fixed SNR of 12 dB. For this plog,,, = 0.99 for all users—an better than MMSE combining.
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To illustrate the channel estimation accuracy required toFig. 10 shows the performance of cases 1 and 2 for perfect
achieve a given performance for various numbers of equipow@gl compared to the case of equipower users. Due to the
users and antennas, Fig. 9 shows the correlation coefficiglifferent noise levels at a given SNR, the performance of the
pm (same for all users) required to achieve an error flogfeak users appears to be better than that of the strong users. To
of 10~%. As can be seen, the accuracy requirements relax @mpare the performance at the same noise level, i.e., under
each additional antenna is added. For example,[fo= 2 the same operating conditions, one must mentally shift the
antennas, the correlation 'coefficient must be no less thgRak users’ curves to the right by an amount equivalent to
about 0.995 for the detection di/ = 4 users. This results yo nower difference between the users (10 dB in this case).
|n2 a rgzlatlve chann_el estimation error variance, defined %mparison under the same operating conditions reveals that
Uem/ggm’ of appr_ommately 1%. Foll. = 4 antennas, the tre performance of the strong users is better than that of the
correlation coefficient must be no less than about 0.95, result-
ing in a relative estimation error variance of approximatelweak USers by about 7-8 dB. Mor_eover, the pe_rfo.rma_mce of
10%. Al users is degraded from the equipower case, indicating that

in an operational system some degree of power control may
be desirable to keep the distribution of powers more or less
uniform. Also evident from Fig. 10 is that the performance of

Thus far, the performance results presented have appligfe 1 js approximately 2 dB better for both strong and weak
to the case of equipower users. It is interesting to INVestigal€ers than case 2, indicating that the larger the ratio of number

the nonequipower case to see how an unequal d'smbuuono‘?fstrong users to weak users, the better the performance.

powers affects the performance of both the weak and stronqzor the case of imperfect CSI, the strong users are expected

users. Two different power distributions are examined, ea%:h : . .
o have a largep,,, than the weak users, since, as mentioned in

for the detection ofAM = 4 users: case 1 corresponds % tion V-A_ch | estimati woically i
three strong users and one weak user; case 2 correspon GgHion v-A, channel estimation accuracy typically Improves
increasing SNR. The relative values are determined as

one strong user and three weak users. The power dif'ferel){‘ﬂg1 " ) A .
between the weak and strong users in both cases is 10 dgfollows. Using (9) and the fact that,, varies inversely with

Since the SNR for each user is different in the nonequipowkr for PSAM, the correlation coefficient for one user (with
case, a convention must be adopted for plotting the variog8/RT'1) is related to that for a second user (with SNE) by
users’ performance. Accordingly, in the following graphozl = /1 — (T'1/T2)(1 — [p1[?). For example, if the strong
the BER of each user is plotted against @&n SNR. The users havep,, = 0.999 and the SNR difference is 10 dB,
implication of this is that at a given SNR, the noise lew#],) then the weak users havg, = 0.99. Fig. 11 shows the
is different for each user: smaller for the weak users, largperformance of cases 1 and 2 using these valugs,offixed
for the strong users. across the SNR range considered).

C. Nonequipower Users
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0.99 for weak users). Case 1: three strong/one weak. Case 2: one strong/three weak.

As before, to compare the performance of the weak amnder. In the case d@p-ary PSK, the penalty is about 4.8 dB. For
strong users at the same noise level, the weak users’ curiraperfect CSl, an error floor is introduced; however, within the
must be shifted to the right by 10 dB. In contrast to case bfnits of achievable channel estimation accuracy, it is shown
perfect CSI, the difference in performance between the wetilat several users may still be supported while maintaining
and strong users depends strongly on SNR. In the low-SNike error floor below 16°—a commonly accepted threshold
region, where the effect of noise dominates that of channgllue.
estimation errorsi{, > o2 ), the difference is similar to the  In the case of diversity reception, many more users than the
perfect CSI case. However, in the high-SNR region, where thamber of antennas may be supported with a slow degrada-
effect of channel estimation errors dominates that of noisgsn in performance with each additional user. This contrasts
the difference—due to the different,,’s—becomes much sharply with the performance of classical MMSE combining
larger. Like before, if the more realistic variabjg, model which degrades quickly and saturates at an unacceptable level
is incorporated into the above, the curves become essentigliyen the number of users equals and then exceeds the number
parallel to those for the perfect CSI case, but shifted to tikg antennas. Furthermore, for all combinations of numbers of
right by approximately 4 dB for both cases 1 and 2, and thgers and antennas, joint detection shows orders of magnitude

error floor disappears. improvement over MMSE combining.
The upper bound on BER for a single antenna and perfect
VI. CONCLUSIONS CSl is compared with results from simulation and it is found to

In this paper we have considered the joint detection 8¢ asymptotically tight with increasing SNR. As the number
multiple cochannel symbol-synchronous PSK signals usingPh Users increases, a given accuracy of the bound requires
diversity antenna array in a system with channel estimat@ssomewhat higher SNR; however, the accuracy is quite
available at the receiver. A closed-form analytical expressigatisfactory in the useful BER range.
has been derived, giving the union bound on error performanceéJseful bounds are presented which indicate the channel
of the joint detection scheme, and is compared to the perf@stimation accuracy required in order to achieve a given level
mance, obtained by simulation, of classical MMSE combiningf performance for arbitrary numbers of users and antennas.
The analysis applies to both perfect and imperfect chanriéenerally, the accuracy requirements of channel estimation
estimation and is general in the sense that it is not focusedretax significantly as the number of antennas is increased.
any particular channel estimation scheme. These results should prove useful for those designing channel

The presented results show that the performance is vestimation schemes appropriate for multiuser receivers.
good: with joint detection it is possible to reliably detect Unequal power distributions are investigated and it is found
multiple cochannel signals using only a single antenna. Rbrat both the weak and strong users’ performance is degraded
perfect CSl, only a 2-dB penalty is incurred for each additionfdom the equipower case, indicating that in a practical system,
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power control may be desirable. Furthermore, it is found that] J. H. Winters, “Optimum combining in digital mobile radio with
performance depends on the ratio of number of strong users cochannel interference/EEE J. Select. Areas Commurwol. SAC-2,

. . L pp. 528-539, July 1984.
to weak users and improves as this ratio increases. [8] J. K. Cavers, “An analysis of pilot symbol assisted modulation for

Rayleigh fading channels,JEEE Trans. Veh. Technolvol. 40, pp.
686-693, Nov. 1991.
APPENDIX [9] M. Schwartz, W. Bennett, and S. Stei@ommunications Systems and
RANK OF RF;; Techniques. New York: McGraw-Hill, 1966.
. [10] J. G. ProakisDigital Communications2nd ed. New York: McGraw-
Here it is shown that the matriRF';; has only two nonzero Hill, 1989.

eigenva'lJES, which allows the characteristic functionaaj. [11] R. A. Monzin'go and T. W. Miller,Introduction to Adaptive Arrays.
to be simplified from its form in (21b) to that in (22). First, New York: Wiley, 1980.

recall that the dimension of botR andF;; is M + 1. Since
the covariance matriR is generally full rank, any limit on
the rank of the producRF;; is imposed by that oF;;. The
rank of F;; can be determined by looking at its null space
i.e., the solutions to the equation

Fi;x=0. (35)
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Substituting (17) into this expression and rearranging gives

w;(ux) — u; (u x) =0. (36)

For u; andu; linearly independent, which is indeed the case

T Fraser University.
for dlﬁerem G andcl’ (36) is satisfied only for bOth x=0 During 1993 and 1994 he was with MPR Teltech, Ltd., Burnaby, B.C.,

and u x = 0. In other words, solutions to (36) |Ie in thecanada, where he was involved with modem design for fixed wireless

M — 1 dimensional Subspace orthogonal to bathand u;. access systems. His research interests include multiuser detection and channel

. . . . . : estimation techniques, adaptive antenna arrays, and integrated RF/DSP design
Since the nullity ofF';; is M — 1 and the dimension aF;; IS 5. mobile communications.

M +1, the rank ofF; is thus two. Consequently, the rank of
the productRF;; is a maximum of two for allM, implying
that RF;; has only two nonzero eigenvalues.
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