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Abstract

The manipulation task (called object  re-
configuration problem) is stated as the following: given
an initial grasp of the object find the motion’s trajec-
tories of the agents to move the object to the desired
configuration. In general collision free paths for all
agents must be found toward the contact points on the
object (pre-grasp configuration) and the grasping and
manipulation forces should then be exerted on the ob-
ject by the agents. These forces are determined first to
ensure a stable grasp, then to manipulate the object.
We present a model based motion planner algorithm
for manipulating agents for object re-configuration us-
ing simulated annealing (SA) algorithm for generating
the relative motion between the object and agents. The
motion of the agents relative to the object can be pure
sliding, pure rolling, breaking contact and agent relo-
cation is allowed. The motion sequence is represented
by a relative velocity matriz. The algorithm can be
used for example to move a known shaped object to a
different position and orientation with a robotic hand.
Simulation results are presented.

1 Introduction

Object manipulation either by multiple agent or
dexterous robotic hand is a center field in robotic re-
search. In our paper a motion planner for object ma-
nipulation with multiple dextrous agents is proposed.

A survey of robot grasp synthesis algorithms is de-
scribed in [1]. The object manipulation problem can
be divided into two sub-problems: the global planner
and the local planner [2, 3]. The task of the global
planner is to search for nominal path in the configura-

tion space among static obstacles between the initial
and the desired position and orientation of the object
by generating points (subgoals) in the object’s config-
uration space, the local planner tries to find admissi-
ble motion of the agents between the subgoals. The
detailed trajectories of the agents’ motion (path) be-
tween two subgoals are generated by the local planner.

Numerous object manipulation algorithms have
been proposed, one of the most frequent model used
in motion planner algorithms is the description of the
motion of two contacting object which is given in [5].
An algorithm for four-finger equilibrium and force-
closure grasps of polyhedral objects is proposed by
[6], another algorithm for dextrous grasping force op-
timization is given by [7].

The topic of object manipulation with agents or
robotic hands can be classified by the mode of the rel-
ative motion of the agents and the object. Pushing,
rolling and sliding are examples of relative motions
which the agents can produce with respect to the ob-
ject. In this paper only pure rolling and pure sliding
relative motions between the agents and the object
and agent relocation are assumed. The planner allows
breaking contact between agents and the object due
to agent relocation. Instead of random selection (pro-
posed in [2, 3]) we use simulated annealing (SA, [4, 8],
see Appendix) algorithm at the local planner level to
choose relative velocities for the agents . The purpose
of using SA is to avoid local minima of the motion
planning objective function which exist when there are
various constraints required for defining feasible mo-
tions and forces. SA is a general-purpose optimization
tool which can be easily used with any constraints in
the searching space. Motion planning can be treated
as an optimization problem, therefore SA is useful if



the energy function of the searching space has many
minima.

A near time-optimal inspection-task-sequence plan-
ning for two cooperative industrial robots is outlined
in [9]. The object to be observed is moved by one of
the robots, while the other handles the inspection tool.
The objective of the task-sequence planning is to find
a series of near time-optimal final configurations for
two arms where the inspection operations are under-
taken for segment (link) motions and find a near time-
optimal task sequence of inspection points. The task-
sequence planning is formulated as a variation of the
traveling salesman problem (see [8]), and SA is used
to find a near time-optimal route. In [10] an efficient
path planning approach is presented in which a path
is represented by a series of via points connected by
elastic strings that are subject to displacement due to
collisions with obstacles as well as constraints pertain-
ing to the domain to which path planning is applied.
Obstacle regions are represented by a potential field.
SA approach is used for local minima problems from
the potential field. The potential field is generated by
a multilayered neural network which implements SA
with the temperature T of its activation functions. In
[11] arobot hand manipulation algorithm is presented.
Evolutionary algorithm is applied to determine when
and where the fingers are moved and selects the finger
of which contact point is to be changed.

The objective of this paper is to present a SA based
motion planner which uses a proposed relative velocity
matrix to define the motion sequence of the object and
the agents. The organization of the paper is as follows:
in section 2 we give the background of the problem.
In section 3 the overview of the planning system is
presented, section 4 describes the use of SA with the
relative velocity matrix. In section 5 simulation results
are presented.

2 Background of the kinematic model-
ing and constraints

The relative motion of two contacting rigid and
piecewise smooth bodies is solved by [5] by describing
the motion of the contact point on the bodies’ surface.
The relative velocities between the contacting bodies,
and the description of the contacting surfaces are re-
quired to solve the equations of the contact motion.
The main contribution of this paper is a definition of
the relative velocity generating method for the kine-
matic model while the motion of the object and the
agents is constrained during the manipulation. The
motion constraints are defined in the following:

Maintaining contact between the object and
the agents - it is given by the solution of the differen-
tial equations of contact motion (Montana equations).

Equilibrium condition - in case of quasi-static
motion the resultant force applied on the object has
to be zero. We define any non-grasping forces ap-
plied on the object as “external force”. The grasp
transformation is given as G € RS*5". @G trans-
forms forces and torques between the frames of contact
points (Cy,Cyq, -+, Cy) to the object frame in case of
point contact model. It is used to determine the re-
sultant force applied on the object by the agents. The
equilibrium constraint is written as:

GIAT LT 1) = o cat (1)
fi,f2,- -+, fn denote the contact forces at the con-
tact points’ frames 1,2, -- -, n, for instance in 2D f; =

fizs ny), fo,ext 18 the resultant of the external forces
applied on the object (for example gravity and/or the
friction force pomg between the object and the plane
of motion).

Rolling constraint - in case of the relative motion
between the agents and the object is rolling or station-
ary the relative linear (v;) and angular velocities (w;)
are: viy = Uiy = Ui, = wi, = 0 where z is the direc-
tion of the surface normal. The contact model is point
contact with friction, p is the friction coefficient. The
contact force has to be outside of the cone of friction.
In our algorithm this constraint is linearized: instead
of cone of friction we use pyramid of friction.

fial < —pfis /N2, |fiy| < —pfi./V2, fi. <0

Sliding constraint - In case of the relative motion
is pure sliding (wi,,wiy,w;, = 0) the contact force has
to be outside of the pyramid of friction:

The tangential component of the grasping force at a
given contact point should lie in the plane given by
viy and vy, and has to have the same direction and
sign (7 is arbitrary):

fiz:7t’ix1 fiy:")/viy7 '7>0

No-collision between the agents (collision de-
tection algorithm is implemented)

Workspace condition - For example in case of
fingers (dextrous hand) the contact points have to be
in the reachable space of the fingers.

Agent relocation condition - the relocating
agent does not apply any contact force on the surface
of the object during breaking contact and relocation.

fig =fiy=fi.=0



3 Overview of the multi-agent plan-
ning system

The planner algorithm consists of two main parts:
the global and the local planner (fig. 1). The task of
the global planner is to search for the nominal path
in the configuration space among static obstacles be-
tween the initial and the desired position and orienta-
tion of the object. A graph search algorithm is used
to generate points (subgoals) in the object’s quantized
configuration space, the local planner tries to find ad-
missible motion of the agents in contact with the ob-
ject between the subgoals.

GLOBAL
PLANNER

Global planner
A*

! :
Local planner, 1stlevel [ 7777 Random generation
LOCAL Generates re|at|\l/e velocities [ ____ Simulated annealing
AR
Contact forces

Local planner, second level
Tests the paths

Figure 1: Planning flowchart of the system. The global
level plans the object’s motion, the local planner’s task
is to generate relative velocities (using simulated an-
nealing) and grasping forces for the agents.

The constrained trajectories of the agents’ motion
(path) between two subgoals are generated by the lo-
cal planner. The local planner includes three main
parts: a) the kinematics solution (computes the tra-
jectories), b) the force computing algorithm (solves for
the contact forces) and c) the generation of the rela-
tive velocities between the agents and the object. The
motion of agents is dependent on the relative velocities
between the agents and the object chosen by the local
planner algorithm. In the proposed method SA algo-
rithm is used to select the relative constrained veloc-
ities and breaking contact with the object. Breaking
contact for agent relocation is an additional motion
to rolling and sliding contact motion in our method
which is applied for example if at a given configura-
tion (sub-goal) the contact forces are large compare to
other configurations.

For object relocation an additional (auxillary)
agent is introduced. The algorithm searches for a new
contact point for the additional agent. Meanwhile one
of the other agents breaks the contact with the object.
The later agent will not participate in the grasp until
another agent breaks contact. The new position (sub-
goal) of the relocated agent on the object is generated

by a relocation algorithm. The relocation algorithm
searches for the optimal new contact position for the
agent. The objective funtion of relocation is defined
as the sum of contact forces applied on the object by
all the agents.

The kinematics for relative constrained motion of
agents in the local planner is given by the solution of
the differential equations of contact motion given the
relative velocities. The forces at the contact points
are resolved by the solution of a linear program (LP).
The aim of this task is to comply with the constraints
and minimize the contact forces. The constraints of
the LP task are the motion constraints (described in
the previous section): the equilibrium constraint and
the rolling and sliding constraints (depends on the rel-
ative motion of the agent, described in section 2). In
the LP task we minimize the sum of the normal com-
ponent of the contact forces subject to the motion con-
straints (f;, denotes the normal component of the con-
tact force between the object and the agent number

i):
min}_ f. 2)

Any solution of forces that satisfies the constraints
is appropriate because the object’s movement is al-
ready defined by the constraints and the geometry.
The advantage of minimizing the normal component
of the contact forces is to save in total energy and to
spare the object if it is delicate.

4 Simulated annealing algorithm as a
local planner

In our approach the energy function of the SA algo-
rithm can be a combination of analytical (for example:
equilibrium and no collision) and heuristic expressions
(for example: small contact forces). For example, if
the energy function is defined as the number of colli-
sions during the motion then minimizing the energy
function will minimize the number of collisions.

Consider the complete motion sequence of the ob-
ject and the agents between two subgoals. The motion
of the agents is parameterized by relative linear and
angular velocities. In Figure (2) the first configuration
and the object’s position and orientation at the last
configuration are given by the global planner, the in-
between frames are filled up by the local planner. The
object is held by three agents: the orientation of the
object and agents are marked by a normal-direction
radial line.



AOECA A A

(!
Ul ﬂ/ ( r‘/) ﬂ\/\ ﬁ‘:\\/ (A J\r\
N RN, /
I ?HC AR e

Figure 2: The motion of the object and agents, pa-
rameterized by the relative velocities (rolling clockwise
and counterclockwise in this example, denoted by -
and + respectively). Matrix V contains the velocity
parameters: the rows and columns are describing the
agents and velocity configurations respectively

Using SA algorithm we search for appropriate rel-
ative velocity parameters. The initial configuration of
the agents and the object and the desired configura-
tion of the object are given as subgoals by the global
planner, we would like to compute the relative veloc-
ities to define the motion of the agents between two
subgoals. The SA method choose from a large num-
ber of sequences using a relative velocity matrix Fig-
ure (3), and accept the best of those (which is near
optimal).
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Figure 3: Example of generation of the velocity matriz
V. The local planner chooses from different motion
sequences which were generated from different velocity
matrices. The selection is based on the magnitudes of
the energy function.

For example let interval between two subgoals (%)
be divided into n sub-intervals (At = t;/n). For every
At interval we would like to generate relative velocities
for all agents. Consider the complete motion, there
are n x k parameters, where k is the number of agents,
hence the complete motion can be parameterized by
a n * k size matrix of the relative velocities denoted

by V € R**k. The relative velocities v;; are chosen
automatically by the SA algorithm which tries to op-
timize the n * k size matrix of the relative velocities
considering given constraints (shown in section 2).

Let the v;; variable be defined as the relative ve-
locity of the i*” agent in the j'* interval. The val-
ues of the variables can be quantized (not necessary),
for example v;; € {0, Relocation, vg,,,., —Vs,...,
Vmae: ~VWmae: Y0masr e maes Yymasr ~Vymae ) (F18-
ure 2).

The energy function of the SA algorithm has sev-
eral components (e.g. equation 3): the first and the
second components are defined to be: a) Force equi-
librium (applied on the object), b) No collision be-
tween agents. Other components can be heuristic, for
example: ¢) the absolute sum of contact forces
for all agents in all At interval has to be small. This
is useful if the object is delicate or if the objective
is to minimize the energy. Given a configuration of
the agents and the object, equation 2 gives the min-
imal contact forces. The SA algorithm in this case
chooses from different configurations, preferring that
configuration which has the minimal absolute sum of
contact forces. Another component can d) minimize
the number of relative velocity changes. An ex-
ample of the energy function can be written as:

n

E(V)=EK.Y ¢+ KSZ e +Afzz \fis |+

=1 i=17=1
+Ky E.‘h (3)

The first sum of (3) is the penalty due to colli-
sion (the number of collisions multiplied by a K. con-
stant), the second is the penalty due to no force equi-
librium. The third part is the absolute sum of the
contact forces, the fourth is the number of velocity
changes of the agents. The definitions of the variables
and constants are:

E is the energy function we want to minimize, V
contains the relative velocities, the variables of the
system of the agents (parameters), K., K., K;, K,
are positive weight constants for collision, equilibrium,
forces and velocity changes respectively; n and k de-
note number of intervals between two subgoals and the
number of agents respectively.

{ 0 if there is no collision in the j*"
%71 1 otherwise

interval
0 if there is equilibrium in the j" interval
€; = .
1 otherwise
fij is the contact force applied by the ith agent at
the j** interval. g¢; is the number of relative veloc-
ity change of the i” agent between the two subgoals.



K. ~ K., K¢ K> K;, K4 because no collision
and equilibrium are more important than small con-
tact forces and small number of velocity changes.

The force component of the energy function uses
equation 2. This force computing sub-algorithm (LP)
is called for every configuration in every iteration. The
algorithm prefers those motion sequences which have
the smaller sum of contact forces, less number of col-
lisions and velocity changes and more configurations
with equilibrium.

The pseudo code of the relative velocity computing
algorithm is shown in code 1.

1 Get 2 subgoals (start,goal)

#Two subgoals are given by the global planner

2 Generate random relative velocities(V)
#n*k initial relative velocities (n intervals, k fingers)
3 Eoa = Compute-energy(V)

#Compute the complete motion and the energy for
#tthe complete path between the two subgoals with the
ttinitial values of the relative velocities.

4 WHILE (T > T.na) DO

#T is the temperature. Do the cycle until the
ttdesired final temperature Tepnq is reached.

5 Select (i, j) randomly

#Choose a variable from V.

6 Generate a random velocity ()

#For example * = Vmasr or * = Relocation.

7 Enew=Compute-energy(V, v;; = )

#Generate the new positions for all agents for all the
ttintervals and compute the energy function with the
#new value of the selected variable v;; = x

8 AC = Enew — Eoa

#The change of the energy function due to the
ttchange of the selected variable.

9 IF Epew < Eoiq THEN

10 LET v =, Foa = Frew

#1f the change is positive then it is accepted.

11 ELSE IF ¢ 2“/T > Random(1) THEN

¥ Random(1) is a random number between 0 and 1.
12 LET vij :==

13 Decrease(T)

¥ According to the temperature schedule (see Appendiz)
14 END WHILE

Code 1. The SA based relative velocity generation

In every cycle of the SA algorithm the path be-
tween the two subgoals has to be generated with the
selected relative velocities then the energy function
has to be computed. The number of parameters (rela-
tive velocities) is directly proportional to the number
of agents and the number of intervals between two sub-
goals. Figure (4) shows an example for such relative
motions.

The relocation algorithm scans the local coordi-

"9
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Figure 4: An example of the motion of the agents and
the object

nates of the object (Gauss frame), for each potential
agent position the sum of contact forces applied by all
the agents is computed as if the relocating agent would
be at the potential contact point. The potential con-
tact point with the smallest relocation function value
is selected as the new contact point for the relocat-
ing agent. In Figure (5) an example for the relocation
objective function is presented. Two contact point is
given on the object, the sum of the contact forces (f)
are shown as a function of the local coordinates (u,v)
of the third contact point.

5 Discussion

The nature of the energy function highly depends
on the constraints. If there is no local minimum then
simply downhill search can be applied instead of SA
algorithm which is equivalent to applying a SA al-
gorithm with very small temperature. In most of
the cases there are many local minima, which can be
shown by executing downhill searches from different
random generated initial V matrices. In all of our sim-
ulations the energy function had local minima which
further justified the advantages of using SA.

6 Conclusion and future works

The object re-configuration problem is to find ap-
propriate trajectories for the agents to move the ob-
ject to a desired position and orientation. The mo-
tion of the agents relative to the object can be rolling,
sliding, and breaking contact due to agent relocation.
Our contribution is a SA based relative velocity gen-
erator of the motion planner algorithm at the local
planner level. Using a relative velocity matrix (which
defines the motion sequence) with a SA based algo-
rithm the motion can be optimized by various fac-
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Figure 5: Example for the objective function of the re-
location algorithm. Here two contact points are given.
The sum of all contact points is represented by f (the
objective functioon) with the corresponding v and v
coordinates of the third contact point on the local co-
ordinate frame of the object.

tors for example small contact forces. Computing tra-
Jectories for the agents with the SA based algorithm
effects near-optimal paths. The method has a num-
ber of parameters which need to be fine tuned. The
planner will be extended to deal with static obstacles
as pseudo-agents. Using pseudo-agents more difficult
motion planning tasks can be solved.

7 Appendix: Simulated annealing

Simulated annealing is a stochastic optimization
technique used to avoid local minima of an objective
function. Consider a system which consists of many
variables and an objective function on these variables.
Let the state of the system be defined by the value of
all the variables. The desired state of the system has
the minimal value of the objective function. Given an
initial state of a system the value of the objective func-
tion (or energy function) is calculated. We attempt to
move the system by changing the value of a variable
searching for the desired state by small steps (itera-
tions). In each step a variable is chosen randomly and
its value is selected to be changed. A move of the
system to a new state is performed with the following
conditions: In case the value of the objective function
of the new state is below the previous state’s then the
move is accepted. In case the value of the objective
function of the new state is higher then the move is

accepted with the probability of e=2¢/T where AC is
the change of the objective function due to the move
and T is a variable called “temperature”.

The initial value of temperature is high and it is
slowly decreased In high temperature (the T param-
eter is high) the probability of increasing the energy
function is bigger than in low temperature. A good,
but slow annealing schedule (the change of T in every
step r, where ¢ is constant) is:

C

T(r) 2 log(1 +7)

(4)

In the other case (energy increasing change was se-
lected) the change of the state is accepted with a prob-
ability of e=2C/T where AC is the change of the en-
ergy due to the change of the variable and T is the
temperature. In the beginning T is big, so increasing
the energy is accepted with a big probability. T de-
creases in time according to a schedule for example:
T is multiplied by 0.95 in each step. After a long time
the value of the energy function will be decreased al-
most all the time because the probability of accepting
an energy increasing motion becomes very small.
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