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Comparing and evaluating the performance of reconfig-
urable processors is a difficult task. For this research field to
progress in a more meaningful and scientific fashion, there
needs to be a method of measuring progress between differ-
ent reconfigurable architectures as well as with respect to
traditional computing technologies.

This paper presents the Reconfigurable Architecture
TEsting Suite, or RATES, which defines a standard for de-
scribing and using benchmarks for reconfigurable architec-
tures. RATES is a set of functional benchmarks, is totally
independent from the architecture and language, and usable
on any processing platform be it general purpose or recon-
figurable. It requires standard algorithms to allow compar-
isons amongst architectures but allows custom algorithms
to highlight specific features.

Although creating a standard set of benchmarks seems
to be an obvious solution, there are many issues to be ad-
dressed if this is to be realized. The first is that there is no
standard language for algorithmic abstraction that can be
compiled to all reconfigurable processors. This is partially
due to designers choosing different computational models
for their processors, and thus adopting whatever language
model enables a reasonable mapping to their architecture.
RATES addresses this problem by abstracting the bench-
mark problem definition from the source code.

A second problem arises from the fact that there aren’t
any standard benchmarks for these processors. Thus re-
searchers may choose different algorithms when trying to
implement the same benchmark to ameliorate performance.
However, if a researcher does not use the same algorithm to
implement the same benchmark there is some question as to
the usefulness of the results for interproject comparisons.

Problems also arise from considering what types of tests
should be included in a reconfigurable benchmark suite.
Most projects use numerous kernels to test their reconfig-
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urable fabric and only a few applications to measure the
overall performance of the processor. However, kernels
do not provide a complete measure of a processor’s per-
formance. Furthermore, benchmarks should represent both
control and data intensive applications to expose weak-
nesses in the overall design, such as overheads in the host
interfaces, memory, and configuration. Ideally, RATES will
contain a balance of kernels and applications representing
both control and data intensive programs.

As can be seen from the issues outlined in the above dis-
cussion, defining a standard benchmark suite for reconfig-
urable architectures is not a trivial task. The objective is
for RATES to be a suite of benchmarks that is usable by
any processor designer, independent of the underlying ar-
chitecture. By standardizing the benchmarks, the compar-
isons among different architectures can be facilitated. This
ensures a more scientific methodology for measuring per-
formance and highlights the benefits and challenges of re-
configurable architecture design.

The first work attempting to address the need for bench-
marks for reconfigurable processors was done by S. Kumar
et al. [1] at Honeywell Technology Center. Honeywell’s
suite also uses a benchmark specification format indepen-
dent of language implementation similar to RATES. How-
ever, the emphasis of their stressmarks is to evaluate specific
characteristics of an architecture and its corresponding in-
frastructure rather than performance. Thus the goals of the
Honeywell suite and RATES are actually complementary.

The Network Processing Forum (NPF) Benchmarking
Work Group wrote a white paper [2] also presenting a new
format for network processor benchmarks. They face a
problem similar to the reconfigurable community in that,
by definition, they include a variety of different architec-
tures and physical implementations. To address this prob-
lem, they have proposed that each benchmark be specified
using a functional description, as opposed to a source code
description [2]. They have not outlined a standardized for-
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Figure 1. The traditional format for testing
processor architectures that use a C code
compiler.

mat for describing applications, whereas RATES includes a
set of rules that must be followed when specifying a bench-
mark.

Figure 1 illustrates the traditional method used to mea-
sure architecture performance where the dotted box defines
the system being tested. As shown in the figure, the sys-
tem under test includes both the compiler and the hardware
model. Note that the terms application input data and ap-
plication output results are used to delineate the inputs and
outputs for the actual application being executed. In con-
trast, the probe inputs and probe outputs are used to mea-
sure the performance and resource usage of the processor.

For this benchmarking structure, both the application
input data and source code are provided. Furthermore,
the application output results are defined to guarantee that
there are no errors in the compilation process or the pro-
cessor’s execution. While it is possible to provide recon-
figurable architects with application input and output data
for each benchmark, the traditional benchmark model must
be adapted to address the lack of source code standards for
reconfigurable processors. The benchmarking format pro-
posed in Figure 2 accomplishes this goal by moving to a
higher level of abstraction and providing an algorithmic rep-
resentation of the benchmark. As can be seen from the fig-
ure, the designer must create the native source code that will
be recognized by the system’s compiler.

From the new structure outlined in Figure 2, it is appar-
ent that the system being measured can accept one of two
algorithm types. The first is the Standard Algorithm that is
specified as part of the benchmark suite. The second is what
is being termed as the Custom Algorithm that allows the
user to restructure the algorithm to utilize architectural fea-
tures specific to that processor to improve the performance
of the benchmark. It is essential to note that the results for
the Standard Algorithm are required to relate the results be-
tween Custom and Standard Algorithms among all architec-
tures measured using this methodology.

However, a description of the Standard Algorithm is only
a portion of a complete RATES benchmark specification,
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Figure 2. A new format for testing reconfig-
urable architectures.

which consists of:

• The Standard Algorithm Specification.
• The Application Input and Output Data Files.
• The C code Algorithm Description. This source code

is structured to clearly describe the Standard Algo-
rithm rather than to achieve performance.

• The C code Efficient Implementation. This may be
necessary if the source code describing the algorithm
has poor run time perfomance. In this case, the opti-
mized C code should be used for all performance mea-
sures and comparisons.

• The README file. It provides the user with a descrip-
tion of how to execute the C examples, the input and
output file formats, and any other information specific
to this benchmark.

For a detailed description of the Standard Algo-
rithm specification, the benchmark specification guide-
lines and further information on RATES, please see:
http://www.eecg.utoronto.ca/˜lesley/benchmarks/rates/.
Benchmarks, input and output data sets, and sample C
code can be downloaded from this website. To date, the
only benchmarks included in the suite are the 2D-DCT
and John Conway’s Game of Life. Input from the research
community is sought for help to expand the suite and
ensure that it addresses the important design issues.
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