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Abstract— Virtual reality environments (VREs) are becoming
increasingly common in a wide range of applications including
training and simulation, physical rehabilitation, and industrial
design. The use of virtual reality displays in the industrial design
of automobiles and airplanes is gaining popularity due to the
potential to reduce laborious and time intensive design processes
requiring high levels of detail and realism. Unfortunately, some
users perceive distortions in size and distance while using virtual
environments for design tasks, and the cause of these perception
errors is an active area of research. This paper discusses some of
the current research into depth perception, examines the methods
being used to study depth perception in virtual environments, and
speculates on potential future work.

I. INTRODUCTION

Over the last fifteen years, virtual reality environments have
begun to move out of the realm of science fiction and into real
world applications and research. Current applications of virtual
reality include: health-related issues such as rehabilitation
and phobia reduction , military training and simulation, and
perception research [1]–[3]. Virtual reality (VR) is also com-
monly used in industrial design processes to replace laborious
and time-intensive physical models [4]. Virtual reality can
allow for faster and more frequent design iterations, reducing
the total time required for the design process and allowing
for quicker ẗime to marketf̈or new vehicles. While many
companies have invested in VR technology, virtual reality
displays have yet to reach their full potential because some
users perceive distortions in depth and distance [5]. Distance
estimates in virtual environments tend to be contracted with
closer distances being overestimated while farther distances
are underestimated. Design tasks require very high levels
of detail and realism, and even small distortions can affect
a designer’s ability to evaluate a design. Therefore, finding
solutions to the perceptual distortions caused by virtual reality
displays is critical to industries that have yet to receive much
return on their investments.

Many researchers have examined depth perception in virtual
environments, but there is no simple answer to the cause of
the perception problems. This paper describes the types of
virtual displays used in typical industrial processes, discusses
the perceptual problems triggered by virtual displays, exam-
ines the methods used to study depth perception in virtual
environments, and speculates on directions for future work.

II. WHAT IS VIRTUAL REALITY?

Virtual reality environments are displays that allow view-
ers to perceive a three-dimensional (3D) image from two-
dimensional (2D) images. The displays take advantage of the
slight separation of the human eyes (interpupillary distance),
which provides the cue of binocular disparity. Binocular
disparity is the different view of the world seen by each
eye. In virtual environments, binocular disparity is recreated
by projecting two stereo images taken from slightly different
perspectives. The images are set laterally apart on the screen
and must be viewed with special glasses. Once these images
are projected onto the viewer’s retina, they are recombined
in the visual cortex of the brain, and a three-dimensional
image is perceived despite the projected image being only
two-dimensional. The process used by the visual cortex to
combine the images (known as the correspondence problem)
is still poorly understood, though pattern matching likely plays
a role [6].

Industrial design applications commonly use two types of
virtual reality displays: displays viewed with stereo glasses and
head-mounted displays. Displays viewed with glasses include
small screen displays like FishTank VR and large screen
projection displays composed of one or more screens [7].
Multi-screen displays are often arranged in a u-shape to form
a Cave Automatic Virtual Environment (CAVE) [8]. Using a
CAVE configuration provides a more immersive experience
for the viewer, because the screens are large enough to fill
the viewer’s entire field of view. Screen displays can be either
passive or active. Passive displays use analyglyph 3D, in which
the stereo images are projected in different colours and require
glasses with different coloured lenses (e.g., most 3D movies
use red and blue lenses), or are based on circular polarization,
which allows certain wavelengths of light to enter each eye
when polarizing glasses are worn. To achieve a sense of
depth, both systems ensure that each eye views a slightly
different image. Active stereo displays use shutterglasses that
automatically flicker on and off in sync with the projected
image. Most displays viewed with glasses also track the
viewer’s head position so they receive the correct image for
their viewpoint. Thus, only a single viewer is provided with
the correct viewpoint, while others will see slight distortions
of the scene.

The second type of virtual display commonly used is the
head-mounted display (HMD), which provides an extremely



immersive 3D experience. Head mounted displays are worn
as helmets with glasses, with the stereo images projected
directly onto the lenses of the glasses. HMD’s are similar to the
active stereo displays in that they project synchronous stereo
images. Each HMD is worn by a single viewer and usually
occludes all vision of the outside world, providing for a highly
immersive experience. Since HMD’s do not allow for multiple
simultaneous viewers, they are less likely to be used as a
collaborative tool. Thus, large-screen active stereo displays are
more commonly used for industrial design applications.

III. PERCEPTUAL PROBLEMS IN VIRTUAL REALITY

While virtual reality can provide a compelling sense of
three-dimensionality from a two-dimensional image, some
users are not able to perceive depth in the displays. Approxi-
mately 5-10% of people are stereoblind and unable to see 3D
in VR because they cannot use binocular disparity as a depth
cue [9]. In the real world, there are many monocular cues
which stereoblind people can rely on to provide a sense of
depth. The virtual world also uses monocular cues but places
a stronger emphasis on binocular disparity as a cue to depth.
However, for people who are not stereoblind virtual reality can
also beproblematic causing some to see distortions in depth
and size in virtual environments [5], [10].

Another significant problem affecting users of virtual envi-
ronments is the high incidence of eyestrain and cybersickness
(i.e., nausea and dizziness caused by exposure to VR) [10],
[11]. These side-effects severely limit the amount of time that
users can comfortably spend in virtual environments. Research
on perceptual adaptation has found that subjects can adapt
to virtual environments over time, reducing the severity of
cybersickness symptoms with increased exposure [12].

Compounding the problems in depth perception in VR
are individual differences. Innate differences in individual
perception seem to cause perceptual problems in virtual envi-
ronments but are relatively insignificant when perceiving depth
in the real world. Individual differences manifest themselves
in varying perceptions of size, distance and depth of objects
in 3D virtual environments.

IV. RESEARCH ON DEPTH CUES

Researchers have used virtual reality as a tool to learn about
depth perception in general, and to investigate how depth
perception in virtual environments differs from the real world.
In particular, virtual environments are used to understand
distance and size perception under various conditions. To
provide a sense of depth, virtual reality environments rely on
many of the same depth cues available in the real world. Depth
cues can be either binocular (i.e., cues that can only be viewed
with two eyes) or monocular (i.e., cues that can be viewed with
one eye). Current research on depth perception in virtual en-
vironments investigates both the influence of individual depth
cues and the combination of multiple depth cues. Other factors
affecting depth perception in virtual reality displays include
proprioceptive feedback from the ocular muscles (extraretinal
inflow), and hardware properties such as blur.

A. Binocular Depth Cues

The two major binocular cues to depth are binocular dispar-
ity and the vergence position of the eyes. Binocular disparity
(or stereopsis) provides a perception of relative depth from the
disparities in the images seen from each eye. Disparity varies
with the distance between objects being viewed. Objects that
are closer together will have a smaller disparity than those that
are farther away. Humans are extremely sensitive to differences
in binocular disparity, and have an average disparity threshold
of 5 arcsec, a difference of 0.1mm at arm’s length [6]. The
advantages of binocular disparity include: improved visual
detection, resolution and discrimination [13]. Binocular vision
has also been shown to provide a more accurate perception of
distance than monocular vision [14].

The second binocular cue to depth is vergence, the inward
and outward movement of the two eyes. To focus on an
object, our eyes move together so the image is projected
onto the fovea, the most sensitive area of the eye’s retina. To
bring an image into focus we accommodate (focus) on it by
adjusting the crystalline lens using the eye’s ciliary muscles.
Vergence provides a strong cue to depth because different
distances require different amounts of vergence. Vergence is
a reliable cue from 10 cm to 6 m but is unreliable at large
fixation distances and can lead to a contraction bias in reduced
cue conditions [15]. The weight of vergence as a depth cue
decreases with distance and when retinal cues decrease [16].

Vergence and accommodation provide information in the
form of proprioceptive feedback from the ocular eye muscles.
Signals sent from the ocular muscles to the brain are known
as extraretinal inflow. Sources of extraretinal inflow include
muscular feedback and internal monitoring of the muscle po-
sition [17]. Extraretinal inflow from vergence is an important
depth cue for distance perception, but can be perturbed by
extending the eye muscles using an eccentric (angled) gaze
[18]. Holding an eccentric gaze for 30 seconds causes errors
in perceived visual direction as well as pointing and throwing
[19].

B. Monocular Depth Cues

Virtual reality environments provide several monocular
depth cues observable with a single eye. Monocular cues
include motion, blur, occlusion, aerial and linear perspective,
familiar size, relative height, texture, accommodation and
shadow. The majority of VR research has focused on particular
cues like motion, size, accommodation, and blur.

1) Motion: Motion parallax, the relative motion of dif-
ferent points on an object at different distances, is caused
by movement of the object (kinetic depth) or movement of
the viewer (motion perspective) [20], [21]. In virtual reality,
motion perspective is available to users being head-tracked in
stereo displays or those wearing HMD’s. Kinetic depth cues
are only available when the virtual scene is animated, but are
important cues to three-dimensional shape and interact with
stereo disparity during early depth processing [22]. Rogers
& Graham found that motion parallax produced by observer
or object movement provides a reliable and unambiguous



perception of relative depth [23]. Though work by Beall et al.,
found that observer-produced absolute motion parallax was a
weak determinant of distance and size perception of nearby
objects in both the real and virtual environments [24].

2) Size: Size is an important factor in depth perception
in virtual environments because according to Emmert’s law
perceived size is a function of perceived distance. This law also
accounts for size constancy, i.e., perception of size remains
constant although the size of the image projected on the
retina varies as the object moves in distance. The ability to
interpret moving objects as unchanging in size seems obvious
for real world tasks, but in virtual worlds, where rules are
less clear, size constancy may break down. In reduced-cue
conditions, a size-distance paradox can be observed, causing
viewers to perceive smaller closer objects as farther away
than more distant targets [25]. Using a task that required
both a verbal estimate of distance and pointing to a target,
Mon-Williams & Tresilian found that verbal reports led to a
response consistent with the size-distance paradox but pointing
did not [26]. They concluded that the paradox was therefore
a cognitive phenomenon.

One of the most well known size constancy studies is
that of Holway & Boring, who examined size constancy in
monocular viewing conditions and binocular viewing [27].
The task required subjects to adjust the size of a circle
projected on a screen to match that of a circle set at a different
distance. They found that the binocular condition resulted in
a slight overestimation of target size, while monocular cues
consistently resulted in underestimation.

Familiar size and relative size are two important size depth
cues used in virtual reality. The size of familiar objects can
provide an estimate of distance in uncertain situations, while
relative size allows for size comparison between different
objects and is reliable over a range of distances [21].

3) Accommodation: Accommodation is the eye’s ability to
focus by adjusting the crystalline lens with the ciliary muscles.
By itself, accommodation is only effective for 2 metres or less
and declines with age, though it can interact with other sources
of information to provide a stronger perception of depth [25].
In virtual displays, accommodation is problematic because all
images are projected onto the screen (i.e., on a single focal
plane), but perceived at different depths requiring varying
amounts of vergence. In the real world, our eyes converge
on the object we accommodate on, creating a synkinnetic link
to vergence and accommodation. In virtual reality, this link is
broken, though its influence on depth perception is still unclear
[28]. Akeley et. al have attempted to address this problem
by creating a display with multiple focal distances so that
the correct vergence and accommodation cues are available at
several pre-determined distances [29]. While the initial work is
exploratory, their approach may one day be applicable to head-
mounted virtual displays, thereby reducing some perceptual
problems.

4) Blur: Blur is a general cue to depth related to accom-
modation, because objects on the plane of fixation are in focus
while those at other distances are blurred. Blur is a relatively

unreliable depth cue, since its magnitude varies with pupil
diameter and refractive state, as well as with depth [30]. Blur
discrimination has a relatively large ’Just Noticeable Differ-
ence’, making it a course measure of depth. However, blur
can provide important ordinal depth information at borders of
objects at extreme blur values [31]. In virtual displays when
blur is combined with the depth cue of binocular disparity,
disparity is the dominant cue [30]. The potential usefulness
of blur cues are interesting to stereoscopic display researchers
because they are absent in both HMD’s and projection-based
displays and are related to the accommodation/vergence con-
flict discussed previously [29].

C. Cue Combination

Examining how cues work together to produce our percep-
tion of depth is an active area of research. In both the real and
virtual worlds, many simultaneous cues to depth are available,
but understanding how different cues interact is a complicated
problem. Researchers recognize that no single depth cue is
dominant and that depth perception is more accurate when
more cues are available [20], [24], [32]. Cues can be combined
through summation (averaging), multiplication (interactions
between cues), and selection (a single cue is used) [32].
Various combinations of cues are studied to determine how
they interact. For example, research on vergence has found that
if vergence conflicts with other cues or there is less vergence
demand, less weight will be given to it perceptually [33]. A
study by Bradshaw et al. found that differential perspective and
vergence angle are additive when combined as cues for scaling
depth from horizontal disparities [34]. Hillis et al. concluded
that single cue information could be lost when cues from the
same modality are combined, but not when different modalities
are combined (e.g., haptics and vision) [35].

V. RESEARCH METHODS IN DEPTH PERCEPTION

In order to quantify depth perception, research typically
focuses on tasks related to distance and size estimation.
Experimental design for research on depth perception requires
careful consideration on the cue to measure, the environment
to conduct the study in, and the method of measurement
(metric) used.

The most common approach to depth perception research is
a psychophysical approach. Psychophysics measures absolute
thresholds (i.e., the minimum stimulus intensities detectable)
and difference thresholds or Just Noticeable difference (i.e., the
smallest change of stimulus intensity required to be perceived
as a change) [36]. To determine absolute and difference
thresholds, a large number of trials are averaged because of
individual fluctuations in sensitivity to stimuli.

Psychophysics requires isolating cues of interest and mea-
suring subjects’ responses to cues during specific tasks. How-
ever, the act of isolating a cue can change its effect, making
it difficult to generalize results to more ecologically valid
full-cue environments [6]. Accommodation is a weak cue in
full cue conditions (since it gives course ordinal information)
but is weighted more heavily in reduced-cue conditions [26].



Philbeck et al. found that distance perception in reduced cue
conditions consistently showed systematic error, while percep-
tion was essentially accurate with full cues [37]. Loomis et al.
found that in reduced cue conditions subjects overestimated
target distances of less than 2 metres, but underestimated
targets over 3 metres away [14].

Virtual reality displays are reduced cue environments since
they almost always require a darkened environment. Some
cues, like accommodation and vergence, are perceived differ-
ently under darker conditions than in full light. In a study
that used a reaching task in a dark environment, Bingham et
al. found that subjects under-reached to targets, while Johnston
found that cylindrical objects viewed in dark were perceived as
being expanded or compressed depending on viewing distance
[38], [39].

A. Metrics

Deciding on the appropriate metric for investigating depth
perception is a critical issue in research. The metric used to
measure the subjects’ response can add bias to the results,
making it difficult to know if an effect was caused by the cue
being measured or the measurement itself. When choosing a
metric, the distance of interest is a key consideration. A com-
mon way of expressing distance in depth perception research is
in terms of exocentric and egocentric space. Exocentric space
is the distance between objects being seen by the viewer.
Egocentric space is measured in relation to the observer.
Cutting has divided egocentric space into 3 further regions –
personal space (0-1.5 or 2 metres), action space (2-30 metres),
and vista space (30 metres or more) [40]. Most tasks in
depth research focus on egocentric distance, since exocentric
distance estimates are more error prone [14]. Absolute distance
information, as opposed to relative distance estimations, is
required for egocentric distance [26].

Metrics for judging distance in personal space often use
pointing tasks or related motor tasks [15], [41], [42]. The
majority of VR depth research has explored the mid-range
of action space using visually-directed action metrics, by
allowing visual input before the task, but removing it once the
task is underway [43]. Walking metrics are the most common
form of visually-directed action metrics. A variety of walking
metrics are used in depth research including: visually directed
walking, triangulated walking and pointing, and triangulated
walking, blindfolded walking, and walking on treadmills [14],
[43], [44]. Other less common metrics include throwing and
imagined walking [45], [46].

Metrics common to psychophysics that do not use walking
include: two-alternative forced choice, method of adjustment,
and verbal/written report. Tasks using two-alternative forced
choice present subjects with two stimuli and requires them to
chose the one most representative of the cue being studied
(e.g., subjects might say which of the two are bigger or
closer). The method of adjustment requires the subject to
adjust the intensity of the stimulus and can be done with one
or two stimuli. With two stimuli, one stimuli is a standard that
the subject must match the other stimuli to by manipulating

the variable of interest. If only a single stimulus is used,
the subject must adjust the intensity of the stimulus until it
is detectable. Tasks using verbal and written reports require
subjects to make verbal or written estimates of the stimulus
intensity.

VI. FUTURE DIRECTIONS

Although a tremendous amount of information on depth
perception in virtual environments has been uncovered through
research, the cause of perceptual distortions in virtual reality
and possible solutions remain unknown. Future depth percep-
tion research in virtual reality environments will expand its
current focus to include more research on complex conditions
including multiple cues. While research conducted in complex
environments can obscure the exact cause of effects, reduced
cue conditions may not be applicable to the typical environ-
ment encountered by virtual reality users. Direct comparisons
between real and virtual stimuli could be very informative
about how virtual reality modifies the cues available for depth
perception.

Future research will also focus on the interaction of visual
and non-visual cues in virtual environments. Though in the
real world we receive many cues to depth (with only a fraction
of them being visual), most virtual reality systems rely solely
on visual cues (and some proprioceptive cues). Research has
already begun to look more closely at haptic and auditory
cues as feedback. The use of tactile augmentation (using real
objects for haptic feedback with virtual visual feedback) has
been shown to increased the perception of weight and realism
of objects viewed in VR [1]. Applications for haptic feedback
in VR include distractions for burn victims during wound
cleaning, and treatment of phobias like arachnophobia.

The role of adaptation in virtual environments to increase
user comfort and reduce the incidence of cybersickness and
eyestrain will also require further work [47]. Accommodation
and vergence show signs of adaptation after time spent in
virtual environments, which may lead to solutions for the
accommodation-vergence conflict [48].

VII. CONCLUSION

The promise of virtual reality suggests tremendous possibil-
ities for refining and improving the efficiency of industrial de-
sign processes. Yet, the perceptual distortions that plague these
environments are a severe limitation to the widespread use of
virtual reality. Finding solutions to these perceptual problems
could revolutionize current industrial design processes and
open up new applications for virtual reality. Research has
considerably increased our understanding of depth perception
both in and out of virtual environments, but more work
is needed to find ways to address the effects of individual
differences. Research has also found that cues are weighted
differently individually than when combined, which suggests
there is no simple answer to the depth perception problems
plaguing virtual environments. Further work in the areas of
cue combination, multimodal cues, and adaptation may bring



us closer to solving the perceptual errors common to virtual
displays.
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ABSTRACT 
When social networks of individuals are detached from 
modern digital communications tools, their ability to repre-
sent themselves and their community is affected. If techno-
logical access and education is limited, the ability to create 
media artifacts is lessened, resulting in a marginalized com-
munity becoming further isolated. Two strategies to assist 
individuals to find their voice are examined. Photovoice is a 
public health research practice that encourages participants 
to photograph what is important to them; community based 
video projects empower individual members, and allow 
novice directors to find expression audio-visually. 

Photovoice methods can inform community media projects 
in establishing these practices as standard: Through a com-
munity partner, individuals are chosen to be trained in me-
dia production and critical analysis; group members discuss 
their media projects with the group and with researchers; 
and the finished work is contextualized and exhibited so 
that policy-makers and community members can view it.  

Author Keywords 
Developmental disabilities, cognitive disabilities, commu-
nity-based participatory media, photovoice, technology 
adaptation. 

ACM Classification Keywords 
H5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous.  

INTRODUCTION 
The adoption of digital technology has become more com-
monplace for those with educational or financial resources; 
at the same time, it has tended to marginalize communities 
who lack access to higher education or disposable income. 
As a result of this exclusion from interaction with emergent 

information and new media technologies, the opportunity 
for expression by individuals within these communities is 
limited. In response to this communications deficit, two 
distinct tendencies have emerged that typify the movement 
to supplement polyphonic articulation. The first approach, 
photovoice, is a well-established community based public 
health method while the second is based on observations of 
a community based media arts initiative. This Ability Media 
Club is a partnership between a national media agency, a 
community partner, and an artist-technician.  

Photovoice is a participatory action research (PAR) method, 
first developed by public health researchers Wang and Bur-
ris for a project involving village women in Yunnan Prov-
ince, China [16]. PAR projects have common approaches: 
The participants are partners with the researcher, the entire 
group decides which images represent the concerns of their 
constituency, the images reflect social as well as individual 
concerns and the members are empowered by creating me-
dia objects based on critical reflection [1]. The photovoice 
method allows individuals who are lacking in social power 
to influence public policy through photography, utilizing 
the representational power of the visual to give voice to 
common concerns [7]. Photovoice encourages participants 
to record the strengths and weaknesses of their local com-
munity, to discuss issues of interest or concern with other 
participants, and to influence public policy by involving 
community leaders and policymakers. Caroline C. Wang, 
co-creator of the method said, “What experts think is im-
portant may not match what people at the grassroots think is 
important [7].” 

The National Film Board of Canada (NFB), a co-sponsor of 
This Ability Media Club, has a history of working to define 
national identity through media production. Earlier in the 
20th century, NFB projectionists toured rural areas of the 
country, showing the latest documentary productions. In the 
late 1960’s, the NFB took an important step in participatory 
media production and encouraged adult literacy through 
their Challenge for Change program [9]. Groups represent-
ing financially disadvantaged local communities, whose 
members were excluded from traditional media production, 
were given video equipment and support technicians in or-
der to record their concerns. The Challenge for Change 
method exists in contrast to a more traditional documentary 
approach: A well-meaning director visits a community, 
makes observations, and records a sympathetic portrait. 
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Often, this type of production is made without consulting 
the individuals involved. Thus, the director may be insensi-
tive to local concerns. In contrast, Challenge for Change 
asks local participants to create their own portraits of the 
community, resulting in works that more closely represent 
actual local issues. Participants are supported in developing 
their ability to voice authentic concerns in contemporary 
media language. 

Photovoice asset mapping/analysis and community based 
media projects allow participants to express themselves in 
ways that are personally empowering and socially construc-
tive. The areas of social concern that have been addressed 
by photovoice research projects range from women’s health 
issues in a low income community near San Francisco, 
California to the social participation of youth in Flint, 
Michigan [7, 10, 12-16]. In this paper, photovoice methods 
and best practices will be discussed and compared to initial 
observations of This Ability Media Club, a Burnaby, BC 
community based media workshop for people with devel-
opmental disabilities. The author directs this project and 
serves as a technician-in-residence for the productions. Fig-
ure 1 shows most of the core participants, gathered around a 
camera while setting it up. 

In the photovoice method, researchers work in partnership 
with community organizations to involve participants. Each 
individual is given an inexpensive camera and is asked to 
record images in order to raise issues within the group, and 
with policymakers, and to affect social change within the 
area. The expertise of people from the neighborhood is ac-
knowledged; their viewpoints supplement those of profes-
sionals who work within the community. As well as sharing 
the photographs with researchers and policymakers, public 
exhibition of the images allows the community to come 
together and celebrate a common vision. 

Recently, the new English Program Director General of the 
NFB, Tom Perlmutter, asked the regional administrators of 
the organization to initiate projects that followed in the 
spirit of the Challenge for Change era. The executive direc-
tor of the Pacific Region, Rina Fraticelli, identified several 
groups - people with disabilities, elders, low-income resi-
dents in a Vancouver suburb, and northern indigenous peo-
ple, as among those who could benefit from such a pro-
gram. In each case, a local partner was chosen to host the 
workshops. Fraticelli commissioned a 2004 report that in-
vestigated how the organization could provide technical 
support and guidance to people with cognitive disabilities 
through a partnership with the Burnaby Association for 
Community Inclusion (BACI), a local organization ranked 
among the highest in North America for service and com-
munity development [9].  

 
Figure 1: Setting up the camera: program director with This 

Ability Media Club members 

At the same time as the NFB was looking for a way to revi-
talize the spirit of Challenge for Change, BACI was going 
through an organizational transformation, based on the phi-
losophy of exploring citizenship in the context of disability 
[9]. As a result, when This Ability Media Club formed, the 
first subject question that participants in the group grappled 
with was, “What does citizenship mean to you?” It was 
hoped that exploring this question would result in a deeper 
understanding of citizenship for people with developmental 
disabilities. 

The initial goals of This Ability Media Club were to em-
power the participants and to allow them to have an oppor-
tunity to speak about their lives using media tools and the 
powerful NFB distribution network. Most of the partici-
pants had a little media experience, including working as 
extras in the local film industry, and acting in community 
theatre productions.  

Those with cognitive disabilities have been defined by the 
Diagnostic and Statistical Manual of Mental Disorders 
(DSM-IV) as “significantly limited in at least two of the 
following areas: self-care, communication, home living 
social/interpersonal skills, self-direction, use of community 
resources, functional academic skills, work, leisure, health 
and safety” [4]. BACI works with individuals who have 
been diagnosed with Downs syndrome, cerebral palsy, 
autistic spectrum disorder, and other cognitive or develop-
mental disabilities.  

Rather than referring to individuals by their medical condi-
tion, representatives from within these communities refer to 
themselves as “self-advocates,” a term that will be used to 
describe these people for the remainder of the paper. 

THEORETICAL BASIS 
Photovoice was created in response to theoretical literature 
and participatory education or photography projects. The 
photovoice process developed through application of the 
practice in the Yunnan Women’s Reproductive Health and 



ENSC 894 COURSE TRANSACTIONS 

Development Program. Wang cites feminist theory as an-
other basis for the photovoice method, especially for those 
projects involving the health concerns of women and chil-
dren [14, 16]. On this theoretical basis, ordinary women 
become the experts on their own subjective experience and 
that expertise is valued. Part of the photovoice researcher’s 
role is to assist in communicating this knowledge to a wider 
audience. Through taking photographs and discussing the 
themes that emerge, the concerns of women and others with 
less social power will be brought to the attention of those 
individuals who shape public policy [10, 12-16].  

While professionals may be well intentioned, their concerns 
are not always those of the grassroots community. For ex-
ample, public health officials in Conta Costa, a low-income 
area in the San Francisco Bay area, had identified specific 
concerns regarding health issues within the community. The 
concerns typically included measurable quantities such as 
low birth weight and maternal mortality. However, through 
a photovoice project, residents expressed the need for safe 
recreational outlets for their children and for community 
development within the neighborhood [14]. By combining 
professional with community perspectives, an opportunity 
is provided for self-expression, and the resulting strategies 
for health improvement are more likely to meet local needs. 

Photovoice also draws on the tradition of education for 
critical consciousness, as formulated by the Brazilian edu-
cator and theorist Paulo Freire. According to this philoso-
phy, it is important to encourage people to speak about the 
conditions in their own environment and how this relates to 
the lives of those around them [14]. In developing a critical 
consciousness, one begins to understand that recognizing 
words is only a part of literacy. If the learner is still unable 
to discern misleading statements about one’s own condi-
tion, a state of illiteracy continues. 

Rather than basing their policies directly on academic dis-
course, the NFB looks to their own history of encouraging 
people without social power to find their “authentic voice” 
and to learn to speak out. In a half-hour film about This 
Ability, Rina Fraticelli states that women have been encour-
aged to speak for themselves, indigenous people have found 
their voice, and now it is time for people with disabilities to 
do the same [11]. In the past, this tendency in documentary 
filmmaking resulted in the formation of NFB studios that 
specifically encouraged women or indigenous people to 
direct their own productions. This perspective is based on 
the idea that a member of any community is in a better posi-
tion to express the concerns and the inspirations of that 
community than an outsider. 

Both the photovoice projects and the NFB community-
based initiatives are based on empowering individuals 
within a community by creating an opportunity for expres-
sion through media. Mainstream media outlets reflect the 
ideology of those with social power, while those without 
resources are silenced through their lack of education and 

inadequate access to communications technology.  Both 
types of programs aim to enrich the public discourse 
through encouraging those whose perspectives have not 
been heard to speak out through visual media.  

In comparing the two methods more closely, the differences 
in approach are most clearly shown in expected outcomes 
and in the final ownership of the cultural artifact. The 
methods will also be examined to determine if providing 
opportunities for expression among the participants in-
creases their ease of use and comfort with media equip-
ment. 

Methods used in photovoice projects led by Caroline C. 
Wang will be compared to an ongoing participatory media 
workshop, This Ability Media Club, led by Lorna 
Boschman and jointly sponsored by the NFB and BACI. 
Photovoice is conducted as part of a research project, in 
order to facilitate the transfer of knowledge from commu-
nity members to those who have social power and the abil-
ity to transform the community through their decisions. As 
a by-product of media creation, participants in This Ability 
Media Club create knowledge about the target community. 
The goal in participatory media projects is to nurture novice 
directors who act as representatives of both individual and 
community concerns and attributes. The resulting media 
works are able to give outsiders a clearer understanding of 
the lives of those subjects and contribute to a collective 
understanding of the group. In both projects, the exhibition 
of these resulting media projects is a source of pride for the 
community.  

PROCESS AND METHODS 

Recruitment and initial training 
Before a photovoice project begins, researchers form a 
partnership with a local grassroots organization. This facili-
tates the successful recruitment of participants. In order to 
undertake a photovoice program, known issues within the 
target community are conceptualized and the broad goals 
are identified. Local leaders from the Neighborhood Vio-
lence Prevention Collaborative, a coalition representing 
265 local clubs, provided impetus for a photovoice project 
in Flint, Michigan, USA. Like Detroit, Flint was a city of 
automobile manufacturing, but economic changes forced 
the community to re-examine its economy, culture and race 
relations. Although photovoice practice generally recruits 
policymakers to view the finished work, in this case the 
community requested that those who set policy be involved 
in filming as well. In this way, their perspectives on the 
community’s assets and liabilities could be compared to 
those of the other groups, which consisted of youth leaders, 
youth who were deemed the most at-risk by the profession-
als who worked with them, and adult community represen-
tatives.   

Photovoice participants were recruited through the host 
Flint organizations. The training workshops began with a 
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discussion of the ethical considerations involved in portrait 
photography. Participants were warned not to take pictures 
without permission. Although taking anonymous photos of 
strangers can produce images that do not look rehearsed, 
fears for the safety of participants were addressed. In addi-
tion to being ethically questionable, an irate subject might 
attempt to retaliate physically. Participants were instructed 
to ask subjects to sign a release before their image was re-
corded. They also gave copies of the portrait to the subject 
and promised that another release would have to be signed 
before the image was shown publicly. Part of the photo-
voice philosophy involves showing appreciation to the 
community by returning the images. 

In order for a community media project to be established, a 
strong alliance was built between the NFB and BACI. In 
addition to hosting This Ability Media Club at their Still 
Creek Centre, BACI provided a part-time liaison worker to 
the project. Begun by parents of children with developmen-
tal disabilities, BACI still provides social and advocacy 
services to self-advocates and their families in Burnaby, 
BC, Canada. A committee comprised of representatives 
from BACI, the NFB and the self-advocates of Burnaby 
hired the director of the program. An Advisory Committee 
met regularly during the first year of the program and in-
cluded parents of some of the participants, as well as the 
key stakeholders. 

After consulting with BACI staff, a time for the weekly 
workshop was chosen that had few conflicting events. Me-
dia Club was also scheduled at a time when self-advocates 
could arrange transportation. Although most of This Ability 
participants use public transportation independently, the 
work, training or recreational schedules of others at BACI 
are coordinated around the bus or van schedules of those 
who are less mobile. The transportation schedules and daily 
routines of potential participants should be taken into con-
sideration when initiating a community project. Once par-
ticipants added This Ability Media Club to their weekly 
schedule, almost all of them returned. The core group con-
sists of 7 self-advocates and 2 paid researchers, smaller than 
the photovoice projects cited but scaled to the available 
resources.  

Before formal workshops began at BACI, a professional 
digital video camera was introduced informally at the Still 
Creek Centre. Articles in BACI’s newsletter, announce-
ments on BACI’s website, open screenings of the raw foot-
age at the Still Creek Centre, and word of mouth helped to 
publicize This Ability. When participants were recorded, 
they were asked to sign a model release that allowed the 
NFB to use the footage worldwide. BACI also held copy-
right of the footage and by negotiating, became the solo 
copyright holder of the short films directed by self-
advocates from This Ability Media Club. Some of the par-
ticipants, such as the director shown in Figure 2, chose to 
be filmed at work, a source of pride for the participants. 

 

Figure 2: This Ability director at work, in a still from her 
short film “I Love My Job!” 

Selection and discussion of the imagery 
In the Flint photovoice project, the groups met monthly to 
return exposed rolls of film and met five times to discuss 
the images. Professional photographers were assigned to 
teach participants technical skills. Ten local photovoice 
facilitators also worked with the participants in order to 
direct the discussion toward critical dialogue, exploring the 
roots of problems that were noted. Participants were asked 
to choose one or two photos from each roll and to write 
informally about it. In the photovoice method, questions are 
centered on the mnemonic “SHOWeD”: “What do you See 
here? What is really Happening? How does this relate to 
Our lives? Why does this problem or strength exist? What 
can we Do about it? [15]” If more than 4 photos and stories 
by participants were related to the same subject, it was de-
fined as a “theme” [13]. 

Part of the photovoice method is to share selected photos 
with the group and with the researchers. The group dis-
cusses what has been shot and what these images say about 
the community. If the images incriminate the subjects or 
portray the subjects in a negative light, they are not exhib-
ited through the photovoice project. One photo illustrates a 
baby about to stick a pin into an electrical socket while the 
mother chats on the phone.  The photographer was minding 
the child, and yelled out to the baby while taking the shot. 
The baby dropped the pin. The image was captured as part 
of public health research centered, in part, on young moth-
ers who weren’t ready for the responsibilities of parent-
hood. While the mother in question may have agreed that 
her image could be used, she may not have realized that she 
could be presented as an example of irresponsible parent-
hood [15].  

Both photovoice and the community media project encour-
age participants to focus on interpretations of their own 
position within the community. In the case of This Ability, 
the focus was not just on the positive or negative but also 
something in between, related to a shared human experi-
ence and to the social contributions of people with different 
abilities [9]. BACI and This Ability Advisory Committee 
suggested a theme: “What does citizenship mean to you?” 
When self-advocates asked for clarification of the language, 
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the question was rephrased as, “What does community 
mean to you?”  

The term “community” is historically significant to self-
advocates, as it refers to a time when they were able to 
leave their previous lives, housed in large institutions, and 
go out to live in the wider community. In British Columbia, 
the last large institution that housed those with cognitive 
disabilities, Woodlands, was finally closed in 1996. The 
Cognitive Levers research group at the University of Colo-
rado notes that closure of large institutions has been under-
taken in the US over the past 30 years, in part due to legis-
lative and social impetus [3]. Cognitively disabled indi-
viduals who had lived in institutions in the past were now in 
community settings with varying degrees of independence. 

During the first year, This Ability Media Club members 
learned basic documentary production techniques. In the 
beginning, the Advisory Committee instructed the Media 
Club to engage individuals in the process of creating media 
as a way of building self-esteem, and media literacy skills 
and to find a way to include individuals in the BACI com-
munity who were not verbally articulate. As participants 
began to gain confidence, they filmed other self-advocates 
in volunteer positions with the Red Cross and at a local 
recycling centre. Individuals who were filmed were asked 
to sign a release, which allowed the NFB to later use the 
footage.  

Much of the footage that was shot was shared first with the 
program participants. During the media workshop, partici-
pants helped set up the television monitor and took notes 
while they viewed the footage. Their comments helped par-
ticipants to see how others responded to their work. A se-
lection of footage was presented at each Advisory Commit-
tee meeting, along with a brief verbal report by the two paid 
staff. Over the course of the first year, stakeholders attend-
ing the meetings included This Ability participants, parents 
of the individuals and other BACI self-advocates, BACI 
Executive Directors, the NFB producer and executive pro-
ducer, marketing staff, web-exhibition liaison and interns 
and Philia – a dialogue on caring citizenship strategic 
planners. The directors were in artistic control of their pro-
ductions, except where they violated copyright laws.  

Public exhibition 
In the photovoice method, the later stages of the project 
involve showing the photographs to a wider audience, in an 
attempt to influence public policy. Researchers work with 
participants to plan public exhibitions of the photos and 
writing. Community leaders and policy makers are invited 
to these events, in order to allow direct access by photo-
voice participants. A powerful photo by a 17-year-old par-
ticipant showed a bullet hole in the window of his school 
bus. He wrote “I can tell that the bus I ride in is different 
because the bullet holes are always in different windows. 
[13]” The image deeply moved policymakers and health 

officials, and was reproduced in the both local and national 
media. 

During the first year of This Ability Media Club, six short 
video productions were completed. Directed by the self-
advocate participants, the films were also under their artis-
tic control. Technical assistance during filming and editing 
was provided by the program director. Professional audio 
and video post-production technicians provided the finish-
ing touches. Although the ownership of the films was not in 
the hands of the directors, this policy is standard when a 
project is produced by the NFB, a Canadian film agency. 
Even by their standards, the films used a relatively low 
budget, which was underwritten by the NFB. As a result of 
negotiations with their collaborating agency, copyright for 
the six short films now rests with BACI. 

The This Ability Media Club films were launched at a large 
community event, hosted by BACI, with over a hundred 
people in the audience at the Still Creek Centre. Directors 
were recognized at the event and were given awards that 
resemble the Oscars. In Figure 3, the directors are shown 
with their trophies. Awards were also given to participants 
who were not able to direct their own production. The six 
finished films premiered to an international audience on the 
CitizenShift website, a forum sponsored by the NFB for 
“free-range media”. During the initial run, when This Abil-
ity was linked from the main page of the site, over 2,000 
distinct visitors watched the films daily. The online dossier 
is a permanent record of the group, including the films, 
photos from the Media Club, directors’ bios, short interview 
clips with the directors, planning documents related to the 
project, and films by other artists with disabilities [11].  

To date, the film that has received the most critical acclaim 
is Michelle McDonald’s “Be Kind to Spiders”. In it, the 
director talks about her love of spiders and asks the audi-
ence not to kill them. She reminds us that over-consumption 
led to the demise of the buffalo, delivering a powerful eco-
logical message about living in harmony. Although some of 
the films can stand on their own and have the potential to 
reach a wide audience, the NFB decided that a “wrap-
around” film would showcase the perspectives of the group 
more effectively. A half hour film, “This Ability”, was writ-
ten and directed by Lorna Boschman, the program director, 
and includes the six shorter works, interviews with the 
short-film directors and other stakeholders and group inter-
action during workshops [11]. Copyright for the longer film 
is retained by the NFB, which intends to promote the work 
to the festival and educational markets internationally. 

DISCUSSION 

Choice of technology 
In comparing Wang’s photovoice projects to This Ability 
Media Club, differences begin to emerge due to the techno-
logical medium. The photovoice projects use an inexpen-
sive camera with black and white film. Each week, partici-
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pants are asked to shoot a roll and hand it in for processing, 
which is paid for by the project. Two copies are made, one 
for the participant and the other for the project analysts. 
Copyright is retained by the photographer. Public exhibition 
of the work requires an additional release be signed by the 
subject and by the photographer. Point and shoot analogue 
photography is simpler than digital, since a computer is not 
required for refinishing or printing. 

In the first four months of This Ability Media Club, partici-
pants came to the workshop weekly and practiced their 
video production skills. Unlike the simple camera used by 
photovoice, group members were expected to learn and be 
able to operate an entire package of equipment. It consisted 
of a professional Sony PD170 digital video camera, 
mounted on a Manfrotto tripod, a shotgun microphone and 
a boom pole. One great advantage of this camera, from a 
usability perspective, is that the controls are buttons on the 
outside housing, rather than within a complicated and more 
conceptual digital menu. The ease of control that a allows a 
cinematographer to quickly make adjustments while record-
ing are the same ones that allow self-advocates to see a di-
rect relationship between a physical button and the corre-
sponding image or sound. Several group members have 
poor motor control. Using a tripod to mount the camera, 
they are able to keep a steady image while looking in the 
LCD screen to monitor what is being recorded. 

In the first four months of the program, participants in the 
group became subjects, as they learned to interview each 
other during Media Club. Because of concerns over equip-
ment safety and the risk of loss, the equipment was always 
conveyed to the location by the paid staff of the program. 
When not in use, the items were locked in secure storage in 
BACI’s vault. Because the equipment was on loan from the 
NFB, a federal agency, it was not possible to insure it. Par-
ticipants were not free to use the equipment except under 
the supervision of the program director. As a result, the 
shooting times and locations were all pre-planned and not 
likely to be the result of spontaneous gestures or experi-
ments by the novice directors.  

Teaching media skills to self-advocates 
The BC Ministry of Health, Special Education, and school 
psychologists suggest that instructions for cognitively dis-
abled learners be less abstract and more concrete [5, 8]. 
Following this principle, training in This Ability Media 
Club followed step-by-step instructions on how to assemble 
the equipment and to begin recording. Learners were 
trained to use the equipment in automatic settings to avoid 
unnecessary complications. The stated goal of the first six 
months of training was that the self-advocate participants 
would be able to assemble the equipment unassisted.  

 
Figure 3: This Ability members receive their awards at the 

BACI launch 

If the optional manual features were mentioned as points of 
interest, they risked being seen by the participants as too 
abstract. In a strategy to make these options more concrete, 
they were raised as part of the solution to a technical prob-
lem that confronted a group member. When the group re-
viewed footage that had been shot during previous outings, 
someone might comment that something looked “wrong” to 
them. In response, the program director would explain, 
technically, what the problem was, and would suggest a 
possible solution. For example, in a shooting situation 
where the camera faced a bright light, the concept of man-
ual exposure was introduced. In a situation where the group 
noted that the sound quality was poor, the addition of a sec-
ond microphone to the audio recording was suggested. The 
process of setting up the equipment was broken down into 
ten easy steps and each participant received these instruc-
tions. However, remembering the movements through repe-
tition seemed to be a more effective learning strategy for 
this group than reading the more abstract written instruc-
tions.  

After a six-month program review, the group changed di-
rection, resulting in new educational objectives. Each indi-
vidual in the group was asked to direct their own produc-
tion, rather than participating in a group project. It was at 
this point that members of the group began to speak for 
themselves, rather than trying to interpret the needs of their 
community. In order to re-enforce their new role as direc-
tors, personalized letterhead was created for everyone in the 
group. On a white page, a small photo of the participant and 
their name followed the title “Director”. These pages were 
used to write comments, draw pictures or create other re-
minders for the critique that followed viewing video foot-
age. The round of discussion encouraged everyone to com-
ment on the footage, or as time progressed, on the rough 
edits of each person’s video. Reviewing and commenting 
on the work of others is a vital part of active learning in the 
workshop and could be compared to the process of develop-
ing a critical consciousness in photovoice. 
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FUTURE WORK 
The critical examination of photovoice methodologies and 
the experience of meeting weekly with self-advocate direc-
tors in This Ability Media Club have raised two important 
issues. First, how is the technological form of expression 
chosen and whose needs does it meet? Second, how can the 
program become sustainable? Although This Ability began 
without a defined output format and the participants were 
encouraged to engage in the process, the funding agency 
eventually asked for a product that was in the familiar form 
of a documentary short. The group members were trained 
with professional video gear and learned to edit using Final 
Cut Pro on a Mac computer. However, once the funding for 
the program has ended, the video equipment, Mac com-
puter, and their personal trainer will be gone. Although the 
participating self-advocates will have learned valuable 
skills, they will not be able to practice and will lose a por-
tion of what they have learned as a result.  

In order to prepare for the end of the current phase of the 
project, the group will be interviewed and asked to com-
plete a short survey to determine if they have access to 
computer technology in their homes or through BACI. 
Rather than continuing to learn to make films, one future 
direction may be to encourage group members to explore 
participatory media that is readily available to the public at 
little or no cost. If the survey reveals that everyone wants to 
have their own webpage, for example, they could learn how 
to take digital stills, write for the net and upload their crea-
tions. If the group wants to venture into storytelling, they 
could learn to construct short narratives from scanned stills 
or digital photos with a voice-over. By learning to adopt 
new technology to their needs, participants will continue to 
develop their voices as active citizens, sharing their per-
spective with the public in order to further general under-
standing of the lives of self-advocates.  

RECCOMENDATIONS 
1. In order for a project to be more accessible to partici-
pants, their work and transportation schedules should be 
determined through close interaction with local partners in 
the community. Planning around the life of the community 
will increase their ease of participation. 

2. The choice of digital media tools should be ones that are 
readily available to workshop participants after the project 
has ended. Although individuals will feel empowered by 
the work they do in the group, the effects should be sustain-
able if the long-term goal of the project is to increase use of 
digital or new media tools within that community. 

CONCLUSION 
The three phases of the photovoice method can be applied 
successfully to community media arts projects. Establishing 
standards provides guidelines to media practitioners work-
ing with communities and allows them to build on the work 
of others in similar projects. Education that is customized 

for the group should accompany access to the technology, 
and technical mentorship should be available. In order to 
refine the images and text, other participants should criti-
cally examine the creative works. When the media works 
are exhibited, emphasis should be placed on inviting those 
with political power to attend. At the same time, the indi-
viduals are a source of pride to their community, in part 
because they speak for themselves and others, slowly 
breaking down their marginalization.  
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Abstract—Quantum counting is emerging as an alternative 

detection technique to conventional quantum integration. In 
quantum counting systems, the value of each image pixel is equal 
to the number of photons that interact with the detector. The 
proposed pixel architecture provides a method for energy win-
dowing and false-count elimination. Each pixel is comprised of a 
radiation detector and integrated analog and digital circuitry. A 
low noise operational amplifier (opamp) was designed in 0.18 µm 
CMOS technology with high gain over the entire input common-
mode voltage range. A prototype was also developed on a printed 
circuit board (PCB) using discrete electronic components. Meas-
urements show that the quantum counting operation of the 
proposed pixel architecture is successful for high x-ray energies. 
 

Index Terms—CdZnTe photoconductor, complementary 
folded cascode, current control circuitry, energy windowing, 
false-count elimination, low noise, photon counting, quantum 
counting, radiation detector, silicon PIN photodiode. 
 

I. INTRODUCTION 
URRENTLY, most digital mammography tomosynthesis 
detectors are based on integrating the x-ray quanta 

(photons) emitted from the x-ray tube for each frame. This 
technique is vulnerable to noise due to variations in the 
magnitude of the electric charge generated per x-ray photon. 
Higher energy photons deposit more charge in the detector 
than lower energy photons so that in a quantum integrating 
detector, the higher energy photons receive greater weight [1]. 
In mammography, the higher part of the 30 kVp energy spec-
trum provides lower differential attenuation between tissues, 
and hence, these energies yield images of low contrast. 

X-ray quantum counting detectors solve the noise problem 
associated with photon weighting by providing better weight-
ing of information from x-ray quanta with different energies. 
In an x-ray quantum counting system, all photons detected 
with energies above a certain predetermined threshold are 
assigned the same weight (i.e., unity). Adding the energy 
windowing capability to the system (i.e., counting photons 
within a specified energy range) theoretically eliminates the 
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noise associated with photon weighting and decreases the 
required x-ray dosage by up to 40% compared to quantum 
integrating systems [2]. 

Background noise is also present due to false-counts, even 
when the detector is not irradiated with photons [3], [4], and 
this noise source decreases the contrast resolution of the 
digital image. False-counts are caused by four phenomena: 1) 
integration of noise-electrons, 2) integration of the radiation 
detector dark current, 3) integration of electric charge gener-
ated as a result of continuous low-energy photon-detector 
interactions, and 4) cosmic radiation. The third phenomenon 
relates to the case where continuous photons with energies 
lower than the specified energy range generate an electric 
charge with the same weight as a photon with an energy that 
falls within the range and cause a false-count. The severity of 
the first three phenomena depends on the system noise level, 
the radiation detector dark current, and the energy spectrum of 
the incident photons. 

In this research, we introduce the design and implementa-
tion of an x-ray quantum counting pixel with energy window-
ing and false-count elimination for digital tomosynthesis. 
Each pixel is comprised of: a radiation detector, a low-noise 
charge amplifier (CA), a set of comparators, a decision-
making unit (DMU), a mode selector, and a pseudo-random 
counter. The integrated mixed-signal components were 
designed and simulated based on the Taiwan Semiconductor 
Manufacturing Company (TSMC) 0.18 µm N-WELL process. 
We also present the design of a complementary folded-
cascode (CFC) opamp, with current control circuitry, to 
achieve high gain over the entire input common-mode voltage 
range. The improvement in performance of the modified 
architecture compared to the conventional single-stage CFC 
opamp was analyzed, and theoretical calculations and 
simulation results of the opamp’s gain and noise are 
presented.  

A quantum counting pixel was developed on a printed 
circuit board. Two radiation detectors were used for direct 
conversion of x-rays to electric charge: a plastic silicon PIN 
photodiode from Fairchild Semiconductor (QSE773), and a 
single-crystalline cadmium-zinc-telluride (CdZnTe) photocon-
ductor developed by Redlen technologies. Individual photon 
detection was successful using both detectors.     
 

II. PIXEL ARCHITECTURE 

The quantum counting pixel has two distinct modes of 
operation: 1) detection mode, and 2) readout mode. When a 
photon is incident on the radiation detector in detection mode, 

X-ray quantum counting pixel architecture for 
digital tomosynthesis 

Amir H. Goldan and Karim S. Karim, Member, IEEE 
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the photon-generated charge in the pixel is integrated. After 
charge integration, if the output of the on-pixel integrator falls 
within the specified energy window, the counter is incre-
mented. When all the photons are counted, the pixel is 
switched to readout mode where counter bits are serially 
shifted out.  

As illustrated in Fig. 1, each pixel is comprised of a radia-
tion detector, a charge amplifier (CA), a set of comparators, a 
decision-making unit (DMU), a mode selector, and a pseudo-
random counter. 

For quantum counting systems, the radiation detector is 
required to have carrier multiplication gain, and the number of 
carriers generated per photon-detector interaction must be 
greater than that of the input noise. Amorphous selenium (a-
Se) is a good example of a highly developed photoconductor 
in the x-ray imaging field. The overall conversion gain of a-Se 
depends on three processes: 1) the initial process of electron-
hole pair (ehp) generation, followed by 2) the recombination 
process, and 3) the avalanche multiplication process due to 
impact ionization. For example, for the conversion gain of 20 
ehp/keV at an electric field of E = 10 V/µm, approximately 
1000 electrons will contribute to the input signal after a 50 
keV photon is fully absorbed in a-Se. To increase detector 
sensitivity, a low-noise charge amplifier is required at each 
pixel. Also, increasing the electric field across the a-Se photo-
conductor increases the conversion gain, and hence, it 
increases detector sensitivity [5].  

Cadmium-Zinc-Telluride (CdZnTe) is another compound 
semiconductor material that is promising for quantum 
counting systems. Because of CdZnTe’s high density and high 
atomic number, thin CdZnTe photoconductors yield high x-
ray absorption efficiencies. For example, 150-µm-thick 
CdZnTe yields an absorption efficiency of 85.1% for 20 keV 
x-ray photons. Also, CdZnTe is very sensitive to x-rays and 

has a conversion gain of 200 ehp/keV, which is ten times that 
of a-Se. However, CdZnTe photoconductors have low charge 
collection efficiency due to their relatively poor mobility-
lifetime products [6], [7]. 

In detection mode, the photon-generated charge in the pixel 
is integrated by the CA, while the output of the CA is being 
compared to three thresholds: the reference threshold voltage, 
Vref, the lower window threshold voltage, Vlo, and the upper 
window threshold voltage, Vhi. The relation amongst the 
threshold voltages is given as 
 
Vhi > Vlo > Vref > Vno , 
 

(1) 

where Vno is the peak output noise voltage of the charge 
amplifier. The two thresholds, Vlo and Vhi, are used to form the 
energy window, and Vref is used by the DMU for 
automatically discharging the unwanted charge on the 
feedback capacitor, Cf, which could otherwise cause a false-
count.  

After the comparisons are performed, outputs of the three 
comparators are passed to the DMU. The DMU is responsible 
for correctly deciding when to increment the counter, and also 
when to discharge Cf. The DMU contains two delay elements, 
where the delay time, tdelay, depends on the DMU clock period, 
TDMU-clk. Fig. 2 depicts the high-level operation of the DMU 
by means of a flowchart.  

The mode selector in Fig. 1 switches the pixel operating 
mode using two multiplexers based on the logic level of the 
shutter signal. In detection mode, shutter is set to logic “1”, 
the output of the DMU serves as the clock for the counter, and 
the input to the first shift register, R1, is the output of the XOR 
logic gate. However, in readout mode, shutter is set to logic 
“0”, an external clock is generated for the pseudo-random 
counter, and the input to R1 is the output of the last shift regis-

 
Fig. 1.  The quantum counting pixel architecture with energy windowing and false-count elimination. 
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ter, RN, of the previous pixel. 
The pixel counter must satisfy three criteria: 1) operate at 

high speed for fast readout rate, 2) occupy a small area to 
minimize pixel size, and 3) have the capability of serial read-
out. The pseudo-random counter satisfies all of the above 
criteria. The design is comprised of N shift registers, and on 
every clock pulse, counter bits are logically shifted to the 
right, and the least two significant bits are XORed in order to 
generate the most significant bit of the counter value. The 
counter behaves in a pseudo random fashion as it counts, and 
theoretically, it will return to its initial state after 2N-1 counts. 
Note that the initial state of the counter must be known. In our 
design, the most significant bit of the counter is initialized to 
logic “1” and the rest are initialized to logic “0” after the 
counter is reset. With the current chip architecture, this reset 
state is hard coded into the chip. 

 

III. LOW NOISE CHARGE AMPLIFIER 
The input-stage charge amplifier (CA) increases detector 

sensitivity by its low noise operation, and by amplifying the 
electric charge generated as a result of a photon-detector inter-
action [5]. To have a constant charge gain that is independent 
of the detector junction capacitance, Cd, and the opamp’s 
parasitic input capacitance, Cs, the open-loop gain of the 
opamp must be high enough to minimize charge loss to less 
than 10%.  

The major components of noise in the quantum counting 
pixel are flicker and thermal noise of the CA’s opamp, and 
shot noise caused by the radiation detector dark current, ID. In 
most cases, the opamp is the dominant noise source, and the 
dark current shot noise is negligible due to the radiation 
detector’s low dark current. Thus, we must minimize the input 
voltage-noise density of the input-stage opamp. 

 

A. Design Overview 
Two 1.8V CMOS rail-to-rail complementary folded 

cascode (CFC) operational transconductance amplifiers 
(OTA) have been designed and simulated. The simulations are 
based on the Taiwan Semiconductor Manufacturing Company 
(TSMC) 0.18 µm N-WELL process. Fig. 3 shows the 
transistor-level schematic of a conventional rail-to-rail CFC 
OTA. The rail-to-rail input operation is achieved using both 
N-input (M1-M2) and P-input (M3-M4) differential pairs at 
the input-stage. The gain-stage (or the output-stage) consists 
of a wide-swing current mirror (M5-M8), two cascode 
transistors (M9-M10), and two current sources (M11-M12). 
The wide-swing current mirror is used to achieve high output 
resistance and wide output voltage swing.  

The opamp shown in Fig. 3 suffers from varying amplifier 
transconductance, GM, for varying input common-mode volt-
ages, VICM, because both the differential input pairs operate 
simultaneously only over the intermediate input common-
mode voltage range (i.e., approximately for VDD/3 < VICM < 
2VDD/3). Over the remainder of the input common-mode 
voltage range, only one of the two differential pairs will be 
operational. Thus, GM drops to half, assuming that the two 
differential input pairs have the same transconductances.  

The problem of varying amplifier transconductance can be 
solved by incorporating a transconductance-control circuitry 
at the input-stage, as explained in more detail in [8]. The 
circuit also suffers from dramatic decrease in gain over the 
upper input common-mode voltage range (i.e., approximately 
for 2VDD/3 < VICM < VDD), as the P-input pair transistors switch 
the operating mode from saturation, to triode, to cutoff. The 
decrease in gain is due to the increase in the value of the chan-
nel-length modulation parameter, λ, of transistors M5 and M6, 
which decreases the output resistance of the opamp. The novel 
current control circuitry, shown in Fig. 4, provides a mecha-
nism for solving this problem.  

B. Design Analysis 
The opamp of Fig. 3 experiences high reduction in gain 

over the upper input common-mode voltage range. This 
reduction is due to the increase in the biasing currents of the 
gain-stage transistors as the P-input pair transistors change 
their operating mode from saturation, to triode, to cutoff. The 
added current control circuitry in Fig. 4, however, ensures a 
constant biasing current through the gain-stage transistors 
over the intermediate and upper input common-mode voltage 
range. 

The current control circuitry uses M18 to duplicate the 
operation of the P-input pair transistors. The drain current of 
M18, which is identical to the drain current of M3 and M4, is 
mirrored twice using the two current mirrors, M19-M20 and 
M19-M22. The mirrored currents are then subtracted from the 
constant currents sourced by M21 and M23. The remainder of 
the currents after this subtraction is sourced to M11 and M12. 
Thus, the total current sourced to M11 and M12 by both the P-
input pair transistors and the current control circuitry, remains 

 
Fig. 2.  Illustration of the high-level operation of the DMU by means of a 
flowchart. 
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constant over the intermediate and upper input common-mode 
voltage range, and it is equal to 0.5IREF. 

For the opamp of Fig. 4, the biasing currents through M6 
and M8 is relatively constant in Fig. 5(a), the difference 
between VSD6 and |VOV6| is remained unchanged in Fig. 5(b), 

 
Fig. 3.  The circuit schematic of a conventional single-stage CFC opamp. 
 

  
Fig. 4.  The circuit schematic of a CFC opamp with the current control circuitry. 
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and the high reduction in gain is eliminated in Fig. 5(c). How-
ever, the varying opamp transconductance, GM, for varying 
input common-mode voltages, VICM, is still reducing the gain 
when the N-input/P-input pair transistors switch off. 

C. Noise Analysis 
The low-frequency small-signal model for the CFC opamp 

is shown in Fig. 6 [9]. The resistances designated as RA, RB, 
RC, and RD are the ones looking into the source of M7, M8, 

M9, and M10, respectively 
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Also, the resistances designated as RI, RII, RIII, and RIV are the 
ones looking into the drain of M9, M10, M7, and M8, respec-
tively 
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The small-signal voltage-transfer function of the CFC 
opamp of Fig. 4 can be found as follows. The small-signal 
currents, i5 and i8, in Fig. 6(a) are written as 
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where k1 is a low-frequency unbalance factor 
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Also, the small-signal currents, i9 and i10, in Fig. 6(b) are 
given as 
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and 
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where k2 is defined as 
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The small-signal output voltage, vout, at the intermediate 
input common-mode voltage is equal to the sum of the 
currents i5, i8, i9, and i10, flowing through the opamp’s small-

 

 
(a) 

 

 
(b) 

 

 
(c) 

 
Fig. 5.  (a) The biasing currents of M6 and M8 versus the input common-
mode voltage with and without the current control circuitry, (b) The source-
to-drain voltage and the overdrive voltage of M6 versus the input common-
mode voltage with and without the current control circuitry, and (c) The 
differential-input voltage gain of the CFC opamp versus the input common-
mode voltage with the without the current control circuitry. 
 
  



ENSC 894 COURSE TRANSACTIONS 
 

signal output resistance, rout. Thus, the voltage-transfer 
function is 
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 where rout is written as 
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The output current-noise density, )f(i 2
no , for the opamp of 

Fig. 4, is estimated as [10]  
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where k is the Boltzmann constant, T indicates temperature, 
Cox is the capacitance per unit area of the gate oxide, KF is the 
flicker noise coefficient, and K’ is known as the process trans-
conductance for an nfet/pfet of a given CMOS technology. 
The output current-noise density can also be expressed in 
terms of the equivalent input-referred voltage-noise density, 
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Here we are assuming that the transconductance of the differ-
ential input pairs are the same and equal to gm1. Thus, from 
eqn. (12) and eqn. (14), )f(e 2

ni  becomes 
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Figure 7 depicts the theoretical and extraction-based simula-
tion results of the input-referred voltage-noise density for the 
opamp of Fig. 4. 

 

IV. QUANTUM COUNTING PIXEL PROTOTYPE 
The circuit schematic of the prototype is shown in Fig. 8.  

The PIN photodiode is reverse biased to create a wide deple-
tion region. When an x-ray photon is incident on the radiation 
detector, electric charge is generated in proportion to the 
photon’s energy. The charge is then integrated using the 
charge amplifier, and the output signal is amplified and 
filtered. Two comparators are utilized to form the energy 
window. The microcontroller initially operates in input-
capture mode, and detects any transition at the output of the 
two comparators. In detection mode, any transition at the 
output of the first comparator (cmp1) increments the counter 
value, and any transition at the output of the second 
comparator (cmp2) decrements the counter value. In readout 
mode, the microcontroller uses the built-in serial 
communication interface (SCI) to serially shift counter values 
out.  

The circuit of Fig. 8 was tested using both QSE773 silicon 
PIN photodiode and CdZnTe photoconductor. A polyenergetic 
120 kVp x-ray source was continuously operated at 2.5 mA, 
and the results of individual photon detection are shown in 
Fig. 9. The silicon PIN photodiode was also irradiated with 
600 keV gamma-ray photons. Figure 10 shows the output of 

 
(a) 

 

 
(b) 

 
Fig. 6.  The small-signal model of the CFC opamp when only (a) the N-input 
pair is operating, and (b) the P-input pair is operating. 
  

 

Fig. 7.  The input-referred voltage noise spectral density of the CFC opamp 
with the current control circuitry. 
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the filter when a 600 keV photon was incident on the 
photodiode. 
 

V. CONCLUSION 
We have presented a pixel architecture for a novel quantum 

counting system with an intelligent decision-making unit to 

achieve energy windowing and false-count elimination. A low 
voltage, low noise, and high gain CFC opamp was designed 
for the pixel’s charge amplifier. For the gain-stage transistors 
operating close to the edge of saturation, their channel length 
modulation parameters are extremely sensitive to biasing 
current variations. This sensitivity reduced the gain of the 
opamp in Fig. 3, when the biasing currents through M6 and 
M8 increased by 0.5IREF. However, the added current control 
circuitry in Fig. 4 provided a constant biasing current through 
the gain-stage transistors, and ensured a high gain over the 
entire input common-mode voltage range.  

We also presented the circuit schematic for the quantum 
counting pixel prototype. The experimental results showed 
successful quantum counting operation for photons with ener-
gies higher than 50 keV. The work presented in this research 
has the potential to expedite the development of quantum 
counting imagers for digital tomosynthesis.   

  

Fig. 8.  The circuit schematic of the quantum counting pixel prototype. 

 
 

(a) 
 

 
 

Fig. 9.  The output of the filter during x-ray exposure using (a) CdZnTe 
photoconductor, and (b) QSE773 silicon PIN photodiode. 
  

 
 

Fig. 10.  The output of the filter when a 600 keV photon is incident on the 
QSE773 silicon PIN photodiode. 
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Abstract—This paper presents a review of approaches towards 

visualization of large information spaces, which are broadly 

categorized as distorted view methods. Distorted view methods 

visualize data by distorting the view, either by magnifying the 

areas of interest or by de-magnifying areas which are not of 

interest. Thus, distorted view methods provide focus and context 

at the same time. This technique works on the principle of 

providing more space for important points and reducing that of 

the unimportant ones. 

 
Index Terms— Bifocal display, continuous zoom, fisheye view, 

visualization. 

 

I. INTRODUCTION 

 

ISUALIZING complex and large information spaces has 

been a challenge  to researchers, especially when these 

spaces are to be viewed on a small screen. The main concern 

is to represent this information in a meaningful way such that 

a user can to identify her-self/him-self within the context of 

this information. 

 “People tend to perceive the world using both local 

detail and global context…. Yet we rely on global context for 

orientation and to understand local detail” [1]. The authors [1] 

further state that advancement in the visual representation of 

large information spaces is governed by the importance of 

achieving detail-in-context [1]. According to Ware [2] 

“finding detail in a larger context” also termed as “focus-

context problem” has “already been solved by human visual 

system” (p. 339).  “The brain continuously integrates detailed 

information from successive fixations of the fovea with the 

less detailed information that is available at the periphery.” [2] 

(p. 339). By exploiting human perceptual capabilities we can 

develop effective visualization approaches for providing 

detail-in-context. 

Distorted view methods have been proposed for effective 

and meaningful representation of large information spaces: 

Bifocal Display [3], Continuous Zoom [1], Fisheye View [4], 

Perspective Wall [5] and Stretchable Rubber Sheet [6].  

The bifocal display was originally conceived as an 

approach for visualization of one dimensional data space that 

could not be covered on a single screen and was one of the 

earliest distorted view methods [3]. In this approach, the 

detailed view is displayed at the center, with distorted views 

on the two sides. 

Dill et al. presented a new distorted view method called 

continuous zoom [1]. This method was developed for the  

 
 

 

representation of hierarchical, two-dimensional data and shows 

both focus and context at the same time. This method not only 

provides a solution for the problems encountered with 

traditional visualization approaches, but also has advantages 

over the other distorted view methods. 

The fisheye view was designed for the representation of 

hierarchical data [4]. In this method, the information that is 

more relevant is always displayed in much greater detail as 

compared to less relevant information. The relative relevance of 

information is determined by calculating the degree of interest 

(DOI) and the distance from the current area of focus. Many 

variants of the Fisheye View have been developed, and these 

are commonly used in the visualization of large information 

spaces. 

The perspective wall was conceptualized as a variant of the 

Bifocal Display [5]. It was designed for one-dimensional data, 

to display a view that was a uniform integration of both detail 

and context. In this case, the distorted view on the sides directly 

depends on their distance from the viewer. 

 

II. BIFOCAL DISPLAY 

 

The bifocal display [3] was one of the earliest distorted view 

methods. The bifocal display was originally conceived as an 

approach for visualization of one dimensional data space that 

could not be covered in a single screen. In this approach, the 

detailed view is displayed at the center, while the distorted 

views are displayed on the two sides. 

The Bifocal display is based on the principal of spatial 

information management.  Here, all the focus is placed on the 

area of interest. The algorithm [3] divides the screen into 

different sections. The area of interest is placed at the center of 

the screen and is displayed in full detail. The sections of the 

screen outside the center are either compressed or display 

images of lower quality.   

An important feature of this algorithm is that the area of 

interest can be changed. When any other section is selected or 

gets focus, the selected section is shifted to the center of the 

screen and is shown in a detailed view. 

 The authors [3] point out that in this algorithm the screen is 

usually divided into three sections, with the middle section 

having the focus and the detailed view. 

Bifocal display is achieved with the help of two mathematical 

functions: a transformation function and a magnification or a 

demagnification function. The transformation function 

determines the manner in which an undistorted image would be 

represented in the distorted view.  On the other hand the role of 

magnification or a demagnification function is limited to 
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deciding how this magnification and demagnification will take 

place. This function is applied over the entire area of the 

image to achieve the desired result. 

Despite all its advantages bifocal display has a major 

drawback. This approach fails to maintain the continuity of 

magnification at the periphery of the magnified and the de-

magnified views.  

 

III. THE CONTINUOUS ZOOM 

 

 The continuous zoom (CZ) [1] presents an approach for the 

visualization of a 2-dimensional hierarchical data. Dill et al. 

[1] state, “The continuous zoom displays a network in a 

rectangular 2-D display space by recursively breaking it up 

into smaller rectangular areas, creating a hierarchy of nested 

rectangles.”  This method provides great deal of flexibility to 

the users [1].  Figure 1 shows an application CZWeb [4], 

based on CZ algorithm. 

 

 

 
 

Figure 1. CZWeb application 

 

 

The continuous zoom algorithm allows users to expand and 

collapse the clusters of information, thereby allowing the users 

to decide whether or not they want to view the detailed 

hierarchical view of the information at any given time (see 

figure 1 above). A user can decide the measure of detail that 

would be displayed on the screen by simply opening, closing, 

resizing or reorganizing any of the clusters or the nodes [1]. 

Additionally, a user can perform automated resizing of both, 

the clusters and the nodes.  

 “When a cluster changes size, its contents are resized 

accordingly. Whenever a node shrinks, it gives up display 

space to siblings so that they may grow” [1].  By controlling 

various aspects of the clusters, such as opening them to get a 

detailed view and closing them to save space, a user can always 

maintain detail-in-context. Furthermore, in this algorithm the 

space is allocated to the open clusters on the basis of the details 

contained in them. Dill et al. [1] add that. “As the nodes 

shift around on the display, the link vertices are transformed 

with them, preserving adjacency”. Due to the above mentioned 

reasons, a user can administer the entire display and can easily 

decide on the details to be shown.   

 Dill et al. [1] state that, “The algorithm uses a ‘budgeting’ 

process to distribute space among nodes of a network. It 

calculates the amount of space requested from each node and 

then distributes the fixed overall space budget according to the 

size of their requests”. Figure 2 represents the working of CZ 

algorithm. 

 

 
Figure 2. Screen is divided by X and Y intercepts in CZ algorithm. 

 

Intercepts on the X and Y-axes are determined by mapping 

the node terminals on both of the axes (see figure 2. above). 

Moreover, the screen or window is divided into intervals, based 

on successive intercepts on both the X and Y-axes. This 

concept of intervals is the core of the continuous zoom 

algorithm. As Dill et al. [1] point out “Since by 

definition, intervals never overlap, the North-South and East-

West geometric relationships between sibling nodes are always 

maintained”.  

Using CZ we can zoom in/out the nodes and the clusters by 

multiplying the intervals with their respective scale factors, and 

then, by repositioning the nodes within their corresponding 

containing intervals. This is achieved by placing the nodes 

within their corresponding intervals by their center points and 

then rescaling them to fit the interval size. “A (multiplicative) 

scale factor is defined for each node to specify its size change 

(since the algorithm works independently in X and Y axis, a 

separate scale for each axis is needed)” [1].  
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 Another important feature of this algorithm is that we 

don’t have to explicitly adjust the size of the containing 

cluster once the nodes within it are modified.  The authors [1] 

point out, that in this algorithm uniform change in the size of 

the child nodes result in corresponding change in the size of 

the containing clusters. In this algorithm the increase in size of 

a node can result in a uniform increase in its parent’s size to 

accommodate the change, and the changes can make their way 

to the root.  By specifying a scale factor for the nodes, both in 

x and y-axes, we can continuously increase or decrease their 

size. Dill et al. [1] recommend that gap intervals between the 

nodes should be multiplied by a scale factor equal to the 

“maximum scale of its neighboring intervals” [1], so that the 

gaps grow along with the nodes.  

 The authors [1] have also defined a hybrid variant of the 

continuous zoom. This variant of continuous zoom algorithm 

contains favorable aspects of both local and global zoom. The 

authors [1] state this continuous zoom is superior to the other 

methods owing to the fact that “continuous zoom network 

viewing method provides multiple focus points in context and 

flexible control over node size” [1].   

 

IV. FISHEYE VIEWS 

 

An ever-increasing number of applications and programs 

now generate massive structures of information, and this 

information is usually displayed on small displays. As a 

consequence, it has become relatively difficult for a common 

user to retain her/his sense of comprehension while analyzing 

this data. The problem occurs as local details require being 

presented within their global contexts, the lack of which 

results in the feeling of being lost [4].  

Furnas [4] state that, “humans often represent their own 

"neighborhood" in great detail, yet only major landmarks 

further away”. By presenting the local details along with the 

small but important global context, much of this problem can 

be solved. There are several techniques that can be used to 

achieve this goal.  Furnas [4] present a new method called 

Fisheye’s view, which makes it possible to show localized 

detail in its proper context or with respect to the surrounding 

world. This is achieved by displaying the remote regions in 

lesser details and giving an in-depth view of the nearby 

regions and, also by maintaining a balance between the detail 

and the context. 

The author [4] believed that fisheye view is inherently used 

by humans and thus, can be used to build better interfaces. 

Learning how complex structured information is represented 

in human brain can facilitate development of better techniques 

for representation of such information.  Furnas [4] conducted 

an experiment to test the effectiveness of the fisheye view and 

to investigate the additional features that can be added to the 

fisheye view based interfaces. 

Furnas [4] provided the subjects with a problem and asked 

them to list 10 most closely related answers to the problem. 

Author [4] hoped that the results would validate the fisheye 

approach, as subjects would either point towards information 

that is either very important or is more close to them. Author [4] 

examined people belonging to the different groups such as 

academicians, employees of a corporation etc. and found that 

the results verified the Fisheye View, as the subjects had an in-

depth understanding of local details, and an understanding of 

only significant features, when it comes to a global context.  

The results verified that Fisheye View was a common 

phenomenon, often used by people in their daily understanding 

of things around them. Furnas [4] argue that due to this fact the 

fisheye view technique would prove really effective in interface 

design. 

Furnas [4] provided a formal definition to the Fisheye View 

method. In this technique the interest of a user is defined by 

assigning a DOI (degree of interest) to the concerned 

information. And based on this DOI, information can be 

organized. By displaying the most interesting information, the 

problem with the small displays can be considerably reduced, as 

the users will get a view containing information of high 

relevance. Furnas [4] further points out that the success of a 

given display would depend on the choice of DOI. 

Furnas [4] state, “Generalized fisheye views arise by 

decomposing the DOI into two components: a priori 

importance and distance”.  According to the author [4], “the 

interest increases with a priori importance and decreases with 

distance”. Author [4] states that the success of this algorithm 

lies in the tradeoff between a priori interest and the distance. 

Moreover, Furnas [4] argues that this method is highly suitable 

for lists, trees, acyclic graphs etc., owing to the fact that the 

definition of the Fisheye View “allows interfaces to be defined 

and explored in any structure where distance and some display-

relevant notion of a priori importance can be defined”. The 

output of the fisheye view is not restricted to a graphical view 

and can also exist as a natural language text. 

Furnas [4] carried out another test to verify the effectiveness 

of the Fisheye View method. The aim of this experiment was to 

determine whether the Fisheye View can be used to examine the 

unexplored parts of large files or documents. Furnas [4] 

employed 20 participants for this study. The participants were 

asked to navigate through an unfamiliar hierarchical structure. 

The participants were also asked to identify relative positions 

for two different parts of the structure. The purpose of this 

experiment was to investigate the support for cognitive tasks, as 

the user proceeded towards the intended target in the structure. 

The experiment proved that the fisheye view was more accurate 

than other views, as it generated the required structure without 

losing its context. 

  

V. CONCLUSION 

 

In this paper I have presented a literature review of the 

various distorted view methods for visualization of large 

information spaces. I have provided a description of the Bifocal 

Display [1], the Continuous Zoom [3], and the Fisheye View 
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[4]. These distorted view methods play a very important role 

in meaningful visualization of the complex information 

spaces. 

Many approaches have been proposed for effective and 

meaningful representation of large information spaces, but the 

distorted view methods are considered better then the rest 

owing to their relative advantages over the others techniques. 

They not only provide the ability to pan/zoom into the data 

but also provide the context. Thus, a user is able to get a 

detailed local view along with the overall global context. Non-

distortion oriented methods usually only provide simple pan 

and zoom operations and thus when users zoom into a section 

of data they loose the surrounding context. Some non-

distortion oriented techniques also provide ability to have 

multiple windows to provide some context. But switching 

between the windows to obtain context and the detailed view 

limit a user’s ability to relate the both the views properly. 

Another approach called Map view provides a rectangular 

area that can be moved on the screen. This rectangular area 

displays the detailed view, but at the same time limits a user’s 

ability to comprehend the information as it requires mentally 

figuring out the proper context. The distorted view methods 

provide a solution for such limitations. 
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Analysis of user behavior in a hybrid 
satellite-terrestrial network 

Savio Lau and Ljiljana Trajković 

  
Abstract—Satellite data networks have received much 

attention, due to their capabilities in providing broadband access 
for areas not served by traditional broadband technologies. In 
this paper, we describe measurements of traffic data from a 
satellite Internet service provider, including a set of billing 
records and a set of tcpdump traces. From the billing records, we 
investigate the user behavior with respect to uploaded and 
downloaded traffic volume. The daily and weekly cycles exhibited 
in the data are examined, as well as holiday’s effects on traffic 
patterns. Analysis of the tcpdump traces found the majority of the 
data traffic to use the TCP transport protocol and we compared 
the TCP options recorded in the trace with the recommended 
practices for the satellite environment. Lastly, we present 
anomalies in the captured traffic, which includes invalid TCP flag 
combinations and port scans. 
 

Index Terms—Satellite-terrestrial networks, TCP options, user 
behavior, traffic measurements.

I. INTRODUCTION 
EMAND  for broadband Internet access has continued to 
grow during the past decade and results in the growth in 

traffic volume, development of new protocols, and 
development of new access technologies. For a given network, 
network traffic measurements are used to characterize 
workloads and evaluate network performance. These 
measurements allow the detection of changing data traffic 
dynamics, as well as the proposal of new models that 
accurately describe the types of data traffic present in the 
networks. Thus, measurement and analysis of genuine network 
traffic traces are an important and ongoing task. 

In the past decade, researchers have collected and 
characterized terrestrial Internet traffic [1], [2]. In addition, 
some of the collected Internet traffic traces have been made 
available for public analysis [3]. However, the majority of 
these data are collected from university campuses or research 
institutions. Conversely, few traces are collected from 
commercial networks, especially from wireless and satellite 
environments. In this paper, we describe our measurements 
from a hybrid satellite-terrestrial network. This network is 
operated by ChinaSat, a commercial satellite Internet service 
provider in China that provides broadband access to through 
the DirecPC system. We analyze the patterns and statistical 

properties of the collected traffic data in order to understand the 
network users’ behaviors. 

 
Manuscript received July 27, 2006. The authors are with the School of 

Engineering Science, Simon Fraser University, Burnaby, BC, V5A 1S6, 
Canada (e-mail: {saviol, ljilja}@cs.sfu.ca).  

This paper is organized as follows: in Section II and III, we 
describe the DirecPC system and the techniques used in 
satellite environments to improve performance. The collection 
of data is described in Section IV. The analysis of billing 
records and the analysis of the tcpdump traces are presented in 
Section V and VI, respectively. We conclude with Section VII. 

II. DIRECPC SYSTEM 
Satellite systems broadcast information over a large 

geographical area, and solve the last mile access problem for 
less assessable areas.  One satellite system, DirecPC, is an 
asymmetric satellite system deployed by Hughes Network 
System, through a constellation of geosynchronous satellites.  
This collection of satellites provides both television and data 
services, including: DirecTV, a satellite television service; 
DirecPC, a unidirectional satellite data service; and DirecWay, 
a bidirectional satellite data service that is replacing DirecPC. 
The Internet access component of DirecPC is called Turbo 
Internet.  Turbo Internet provides broadband access through a 
satellite downlink and a return path through a terrestrial dialup 
modem. This service has an advertised rate of 400kbps for the 
downlink path. 

Through the DirecPC system, ChinaSat provides Internet 
access to over 200 Internet cafés across Chinese provinces. In 
addition, ChinaSat also provides Internet access to individual 
users and businesses.   

Since DirecPC works through geosynchronous satellites, 
which are 35,800 kilometers above the Earth, the long 
propagation delay (~250 ms) and the high bit error rate (BER) 
in the satellite link need to be addressed. For the DirecPC 
system, IP spoofing and TCP splitting are used to improve 
network performance.  These two techniques will be described 
in detail in Section III. 

When a user wishes to browse a website, the request is not 
sent directly.  Instead, the DirecPC software installed on the 
user’s computer adds a “tunneling header” to the request IP 
packet, and the packet is sent to the satellite Network 
Operations Center (NOC), using terrestrial dialup modem from 
a local Internet service provider.  At the NOC, the tunneling 
header is removed and the request is forwarded to the website 
using a high-speed link.  The NOC receives the reply from the 
website, and the reply is forwarded to the user’s satellite 
receiver through the DirecPC satellite. The data paths of the 

D 
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DirecPC system are illustrated in Fig. 1.  IP headers at the user 
and at the website, including the “tunneling header”, are shown 
in Fig. 2. 

Network operations center

Satellite

User:
Internet cafes

Modem

Dial-up ISP

Internet

TCP-splitting and IP spoofing
PPP connection

IP tunelling Server

 
Fig. 1. Data path of the DirecPC system. 
 

Dialup IP, NOC IP
Satellite IP, Destination IP

NOC IP, Destination IP

Destination IP, NOC IPDestination IP, Satellite IP

NOC ServerClient

 
 
Fig. 2. IP headers used in the DirecPC system.  Each box indicates a pair of 
source and destination IPs. Note the “tunneling header” sent by the client. 

 

III. TCP EXTENSIONS FOR SATELLITE ENVIRONMENTS 
TCP [4], the most common transport layer protocol on the 

Internet, was originally designed for terrestrial networks. 
However, satellite environments have two characteristics that 
are undesirable with respect to TCP: long propagation delays 
(~250 ms for each geosynchronous satellite link) and high bit 
error rates.  

Long propagation delays along with large bandwidth results 
in large bandwidth-delay product. This bandwidth-delay 
product measures the amount of data required to be in transit 
(unacknowledged) in order to maximize the transfer rate 
between two connection endpoints. This maximum amount of 
unacknowledged data in TCP is determined by the TCP sliding 
window. Standard TCP uses a 16-bit field for the window size, 
which limits the receive windows size to 65,535 bytes, or 64 
Kbytes.  Given a roundtrip time value RTT, the maximum 
theoretical throughput of a link is given by the equation: 

 

 
RTT

sizewindowthroughput = . (1)  

 
For a network with roundtrip time of 400 ms, the maximum 
throughput would be 164 Kbytes per second or 1.31 Mbps. 

High bit error rates have the effect of slowing the recovery of 
packets losses.  Standard TCP, through the use of fast 
retransmit and fast recovery algorithms, can only correct one 
missing segment per round trip time.  Additional missing 
segments will cause TCP to enter the slow start phase and 
throughput would suffer as a result [5], [6]. 

Proposals have been made to improve TCP in the satellite 
environment [7]. In addition, researchers have analyzed on 

TCP performance over satellite links using these proposals [8]. 
Some of the extensions specific to satellite environment are 
described in [5], which states the current best practice for TCP 
over satellites.  These extensions include: increasing the TCP’s 
initial congestion window size [9], employing TCP’s sliding 
window scale option [6], using selective acknowledgements 
(SACK) [10], and sending path MTU discovery [11]. Although 
these extensions have been described as best current practice, 
not all are widely deployed. Further to the TCP extensions 
described in [5], performance enhancing proxies (PEPs) [12] 
have also been successfully deployed to improve TCP 
performance in satellite systems such as the DirecPC. 

A. Increasing TCP’s initial congestion window size 
Standard TCP avoids transmitting a large burst of traffic 

inappropriately through the slow start algorithm.  This 
algorithm begins by setting the size of congestion window 
(cwnd) to one segment.  During the TCP slow start phase, each 
received acknowledgement (ACK) will increase cwnd by one.  
For a long-delay network, the slow start algorithm will require 
a significant amount of time before the sending rate approaches 
the maximum throughput possible.  Thus, the authors of [9] 
recommend setting the initial window to the size of roughly 4 
Kbytes to increase the speed of congestion window growth.  
The improvement from increasing TCP’s initial window for a 
satellite environment is described in [13]. 

B. TCP’s sliding window scale option 
Instead of standard TCP’s 16-bit sliding window, TCP’s 

sliding window scale option expands the field size to 32-bits.  
This is accomplished by specifying a scale factor in the 
handshaking SYN segments through an 8-bit field. The field 
value can be different for each direction.  A TCP stack using 
the scale factor will right-shift the sliding window by the 
number of bits contained in the scale factor. The sliding 
window scale option improves the data throughput in satellite 
environments by eliminating the throughput limit imposed by 
the 16-bit sliding window [6]. 

C. Selective acknowledgments (SACK) 
With the implementation of fast retransmit and fast recovery 

algorithms, standard TCP can recover at most one lost segment 
per RTT.  However, in high BER and long delay environments, 
additional lost segments will result in transmission timeouts 
and the subsequent retransmission will use the slow start 
algorithm.  As in the case of a small initial congestion window, 
the use of the slow start algorithm can be time consuming over 
satellite channels.  One of the mitigation methods is to use 
selective acknowledgements (SACK) [10].  SACK allows a 
TCP receiver to explicitly specify the segments that have been 
received.  When a sender receives notification of lost 
segment(s) through SACK, it can retransmit the lost segment(s) 
earlier and avoid the performance penalty associated with 
transmission timeouts and the slow start algorithm. In [13], 
Henderson et al. show the use of SACK improves TCP 
throughput when RTT is large. 
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D. Path MTU discovery 
Path MTU discovery [11] is a technique used to determine 

the maximum packet size that can be supported in the links 
between two endpoints without the packet being subjected to 
IP fragmentation.  This technique allows TCP to maximize the 
ratio of data bytes to overhead bytes. In addition, since the TCP 
congestion window is increased based on segments, larger 
segments enable TCP senders to increase congestion window 
more rapidly. 

E. Performance enhancing proxies 
One of the newer extensions to TCP is the performance 

enhancing proxies (PEPs).  PEPs are a collection of techniques 
“employed to improve degraded TCP performance caused by 
characteristics of specific link environments” [12].  As Borders 
et al. [12] state, PEPs are not intended for general use, as its use 
results in an undesirable property of breaking the TCP 
end-to-end principle.  With respect to the DirecPC system, two 
techniques are used for its PEP: TCP splitting and IP spoofing 
[14]-[18]. An example of TCP-splitting and IP spoofing is 
shown in Fig 3.   

The NOC acts as the intermediary between a satellite user 
(client) and a website (server).  It is at the NOC where the TCP 
connection is split.  The 3-way TCP handshake (SYN, 
SYN/ACK, and ACK) works in a way identical to standard 
TCP connections.  However, subsequent TCP segments from 
both endpoints are acknowledged by the NOC on behalf of the 
other endpoint, using a technique known as IP spoofing.  These 
ACKs, shown in blue, long dash lines, are returned to the two 
endpoints more quickly in compared to the standard end-to-end 
connection.  This allows TCP congestion window to grow 
faster, and results in improved performance.  In addition, the 
normal ACKs transmitted by the two endpoints (short, red 
dashes) are not forwarded by the NOC. 

SYN

SYN
SYN/ACK

SYN/ACK

ACK
ACKREQ
REQ

DATA
DATA + ACK

ACK

DATAACK
ACK

ACK

FIN
FIN

FIN
ACK

/ACK
FINACK
ACK

DATA
ACK

Ignored ACKs

NOC ServerClient

TCP splitting
IP spoofing

 
Fig. 3. TCP-splitting and IP spoofing.  The TCP split occurs at the NOC (center 
vertical line).  IP spoofed ACKs from the NOC are shown in blue, long dash 
lines. NOC ignores ACKs shown with red, short dash lines. 

 
 
 

Although PEP with TCP splitting and IP spoofing improves 
performance, the technique imposes considerable memory 
requirements at the NOC.  All segments prematurely 
acknowledged by the NOC must be kept in local buffers until 
segments are acknowledged by the endpoints (short, red 
dashes).  As a result of IP spoofing, the NOC is also responsible 
for retransmitting all lost segments. 

IV. DATA COLLECTION METHOD 
The NOC is the ideal location to collect traffic traces 

because all satellite users’ traffic is re-routed through the NOC 
with the use of PEP. Traffic traces were collected with the 
open-sourced network monitor program tcpdump using a 
Linux PC equipped with a 100 Base-T Ethernet adaptor and a 
high-resolution (100 µs) timer. tcpdump was configured to 
capture the first 68 bytes from each packet to ensure user 
privacy and to minimize storage requirements while preserving 
the IP and TCP headers for analysis. 

The network access point for the trace collection was a port 
on the primary Cisco router at the NOC located in the 
Northwest rural area of Beijing, China. The router provided 
access to the inbound and outbound packets sent among the 
hosts using the 100 Mbps NOC’s local area network (LAN). 
There is a 10 Mbps connection between the NOC and the 
Internet backbone. In addition to the tcpdump traffic traces, we 
have also obtained two months of billing records from the 
DirecPC system. 

V. ANALYSIS OF BILLING RECORDS 
We obtained billing records for a continuous period between 

Oct. 31, 2002 and Jan. 10, 2003. The records contain a 
collection of files generated very hour detailing the connection 
time, number of downloaded and uploaded packets, volume of 
downloaded and uploaded bytes and a hexadecimal ID for each 
active user during the recorded period. Hence, the billing 
records capture the network dynamics at an hourly level. In 
total, 1691 hours and 69 full days of record has been obtained.  

A. Hourly and daily traffic volume 
Figs. 4-11 show the aggregated downloaded and uploaded 

traffic volume in terms of bytes and packets for each hour and 
for each day, respectively. The downloaded traffic volume in 
bytes is larger than the uploaded traffic volume in bytes by an 
order of magnitude. More uploaded packets were captured 
compared to downloaded packets.  This difference may be 
attributed to the contribution of User Datagram Protocol (UDP) 
packets.  

Trends observed from Figs. 4-7 exhibit a regular pattern 
that repeats every 24 hours with an exception around 1300th 
hour.  Around the 1300th hour, the daily minimum traffic 
volume is much higher compared to all other days.  This day 
corresponds to Christmas Eve, Dec. 24, 2002. In Figs. 8 to 11, 
the maximum number of downloaded bytes is recorded on day 
54, which again is Dec. 24, 2002. This behavior indicates that 
holidays change the dynamics of traffic.   
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In Figs. 4-7, around hour 1520, the traffic volume dropped 
to almost zero, followed by a large increase in traffic volume.  
This observation is noticeable in Figs. 6 and 7, where the 
packet traffic volume has the highest recorded value near hour 
1530.  The change in the traffic volume pattern during these 
hours was caused by a network outage followed by recovery, 
when the queued emails during the outage were processed. 

Furthermore, we observed a drastic reduction in traffic 
volume between day 59 and day 70 in Figs. 8-11.  These days 
corresponds to a period between Jan. 1, 2003 and Jan. 10, 2003.  
Although Jan. 1 is a public holiday in China, Jan. 2 to 10 are not 
public holidays. We believe the reduced volume is related to 
users who extend their holiday vacation into the first week of 
2003. 

 
Fig. 4. Aggregated traffic volume per hour (downloaded bytes). 

 
Fig. 5. Aggregated traffic volume per hour (uploaded bytes). 

 
Fig. 6. Aggregated traffic volume per hour (downloaded packets) 

 
Fig. 7. Aggregated traffic volume per hour (uploaded packets) 

 
Fig. 8. Aggregated traffic volume per day (downloaded bytes) 

 
Fig. 9. Aggregated traffic volume per day (uploaded bytes) 

 
Fig. 10. Aggregated traffic volume per day (downloaded packets). 
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Fig. 11. Aggregated traffic volume per day (uploaded packets). 
 

B. Daily (Diurnal) and weekly cycles 
We also gained further insights by compressing the billing 

records into a day or a week, through averaging the data traffic 
volumes for the same hour over all days or over the same days 
of the week. Figs. 12-14 show the daily cycle for downloaded 
bytes, uploaded bytes, and downloaded and uploaded packets, 
respectively. 

In all three figures, there is a daily minimum at 7 AM.  
From the daily minimum, the data traffic volume rises rapidly 
until the three daily maximums at 11 AM, 3 PM and 7 PM are 
reached. From 7 PM, the data traffic volume drops 
monotonically until 7 AM.  In [19], similar traffic patterns has 
been recorded, with the difference of the third daily maximum 
occurring later into the evening (9-10 PM), rather than 7 PM, as 
recorded in the billing data. 

Figs. 15-17 illustrate the traffic volume averaged over a 
week, with each day of the week exhibiting the same traffic 
pattern as Figs. 12-14.  As expected, traffic volumes on 
weekends are lower than on weekdays when people work. In 
Fig. 15, the 3 daily maximums for Wednesdays are not as 
distinct as other days.  This observation may be caused by the 
fact that both Dec. 24 and Dec. 31, 2002 fall on a Wednesday.  
As described in Section IIA, traffic volume on holidays have 
different dynamics and may cause the observed behavior. 

 
Fig. 12. Downloaded traffic volume (bytes) over a day by averaging all 
recorded values for the same hour. 

 
Fig. 13. Uploaded traffic volume (bytes) over a day by averaging all recorded 
values for the same hour. 

 
Fig. 14. Downloaded and uploaded traffic volume (packets) over a day by 
averaging all recorded values for the same hour. 

 
Fig. 15. Downloaded traffic volume (bytes) over a week by averaging all 
recorded values for the same hour. 

 
Fig. 16. Uploaded traffic volume (bytes) over a week by averaging all recorded 
values for the same hour. 
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Fig. 17. Downloaded and uploaded traffic volume (packets) over a week by 
averaging all recorded values for the same hour. 

VI. TCPDUMP TRAFFIC TRACE ANALYSIS 
The tcpdump traffic traces was a continuous set of traces 

collected between December 14, 2002 and January 10, 2003. 
The data were stored in 127 collected files, containing ~63 
Gbytes of data. Compared to the collected billing records, 
tcpdump trace has a much finer time granularity, in the order of 
several milliseconds.  The snaplen option of the tcpdump is set 
to be 68 bytes.  This setting allows the full TCP and IP headers 
to be recorded for analysis while preserving user privacy. 

A. Protocols and Applications 
Since Internet Protocol (IP) [20] is the most widely used 

network layer protocol on today’s network, it is not surprising 
that the collected traffic traces contain only IP packets. 

Our analysis of the tcpdump traces indicates that TCP 
packets accounts for 84.3% of the overall number of packets 
and accounts for 94.5% of the overall number of bytes sent.  
UDP accounts for 14.2% of packets and 5.06% of bytes. Lastly, 
ICMP accounts for 1.45% of packets and 0.45% of bytes. 

Since TCP accounts for majority of the packet trace, we 
analyzed the activity by TCP port numbers.  Table I 
summarizes the traffic in terms of connections and bytes.  
HTTP/WWW traffic (port 80) is the most widely used TCP 
application on the ChinaSat network, followed by FTP in terms 
of number of bytes.  In addition, approximately 10% of all 
connections use unknown ports. 

 
TABLE I. CHARACTERISTICS OF A TRAFFIC TRACE BY TCP APPLICATION. 

Applications Connections (%) Bytes (%) 

WWW (80) 90.0 76.8 
FTP-data (20) 0.2 10.7 
IRC (194) 0.8 0.008 
SMTP (25) 0.1 0.01 
POP3 (110) 0.03 0.02 
Telnet (23) 0.02 0.002 
Others 8.9 12.5 
Total 100 100 
 
In contrast, there are few known applications that use a 

standard UDP port.  UDP, an unreliable protocol, is mainly 
used for real-time applications such as video streaming and 

Internet telephony.  As many of these applications use random 
ports, we could not apply the same classification technique as 
used for TCP.  The only application that we are certain to be in 
use over UDP is the Routing Information Protocol (RIP).  It’s 
used to communicate between the different hosts on a local 
network for routing.  Although we have captured a large 
number of packets that uses RIP, they’re unrelated to the 
DirecPC users on the ChinaSat network.  Thus, we did not 
analyze these packets further. 

 

B. TCP options 
In Section III, we have discussed a number of extensions for 

TCP that improves TCP performance.  Some of these 
extensions, such as SACK and sliding window scale option, are 
requested during the TCP 3-way handshake.  Thus, the usage 
of these options for each connection can be determined by 
examining the first segments of the TCP 3-way handshake, 
which contains the TCP SYN flag. 

We found that SACK is widely used on the ChinaSat 
network.  Over 80% of the connections support SACK. On the 
other hand, less than 5% of connections use the sliding window 
scale option. 

Further research shows that the most commonly deployed 
operating system, Microsoft Windows, supports and enables 
SACK by default since Windows 98 [21]. On the other hand, 
although sliding window scale option is included in all versions 
of Microsoft Windows since Windows 98, it is disabled by 
default [21]. Thus, Microsoft Windows TCP implementation 
explains the prevalent usage of SACK and the lack of usage of 
sliding window scale option in the recorded tcpdump trace. 

While we are able to find the use of SACK and sliding 
window scale option, we are not able to determine if the other 
TCP extensions such as increasing the initial congest window 
size, Path MTU discovery are in use. 

C. Data traffic anomalies 
From our analysis of the tcpdump trace, we have observed 

three types of data traffic anomalies: packets with invalid TCP 
flag combinations, large number of connections that are closed 
through TCP reset, and port scans. 

1) Packets with invalid TCP flag combinations 
In the TCP protocol specification [4], three flags are used for 

opening and closing connections (SYN, RST, FIN). TCP SYN, 
TCP FIN, and TCP RST are used to open connections, to close 
connections regularly, and to close connections when an error 
occurs, respectively. These flags cannot be used in 
combination with each other.  During the early days of the 
Internet, invalid flag combinations can cause TCP/IP stacks to 
misbehave or fail, and are used to test the robustness of TCP/IP 
stacks [22].  Thus, it is unusual to find packets with 
combinations of the TCP open/close flags from a deployed 
network. These packets may be caused by the use of malicious 
software or virus and worms. Table II summarizes the number 
of discovered packets with invalid TCP flag combinations. In 
total, 0.3% packets with TCP open/close flags have invalid 
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combinations. 
 

TABLE II. PACKETS WITH INVALID TCP FLAG COMBINATIONS. 

TCP flag Packet count % of Total 

SYN only 19,050,849 48.5% 
RST only 7,440,418 18.9% 
FIN only 12,679,619 32.3% 

SYN+FIN 408 0.001% 
RST+FIN (no 

PSH) 
85,571 0.2% 

RST+PSH (no 
FIN) 

18,111 0.05% 

RST+FIN+PSH 8,329 0.02% 
Total number of 

packets with 
invalid TCP flag 

combinations 

112,419 0.3% 

Total packet count 39,283,305  
 
2) Large number of TCP Resets 

In the previous section, we stated that TCP’s normal 
procedure is to open connections with the SYN flag and to 
close connections with the FIN flag.  However, data from Table 
II indicates that 37% of connections are closed by TCP reset 
(RST). 

Further investigation shows that this is a “feature” of 
Microsoft Internet Explorer, the most common web browser 
during the period when the trace was captured. In [23], the 
authors discovered that Microsoft Internet Explorer uses TCP 
RST instead of TCP FIN to close connections.  This intended 
“feature”, contrary to the TCP protocol specification, was 
implemented to improve web browsing performance for 
Microsoft browsers. 

3) Port scans 
We discovered a significant amount of UDP port 137 

activities both originating from the ChinaSat network users and 
directed to the ChinaSat network.  The application used on 
UDP port 137 is the Microsoft NETBEUI protocol.  This 
protocol enables file and printer sharing in a local network for 
Microsoft Windows PCs.  In addition, NETBEUI’s normal 
behavior is to connect to and from UDP port 137.  Thus, 
repeated traffic from UDP port 137 to other UDP ports on a 
network or traffic from other UDP ports to UDP port 137 
would indicate abnormal behavior.  In Fig. 18, we show an 
example of host on the ChinaSat network (IP address 
192.168.2.30) that transmits packets to a number of hosts on 
the Internet from UDP port 137.  Note that for certain 
destination IPs (202.y.y.226), the host computer transmitted 
multiple ports (1025, 1027, 1028, and 1029).  This behavior is 
known as port scans and usually indicates malicious intent. 

Fig. 19 shows an example a host external to the ChinaSat 
network (IP address 210.x.x.23) transmitting packets to a 
ChinaSat hosts at the destination UDP port 137 from UDP port 
1035.  This type of behavior could also indicate malicious 
intent. 

At the time the tcpdump traces was captured, two computer 
worms are prevalent: Bugbear and Opasoft.  Both of these 
worms use the NETBEUI protocol to propagate themselves to 

other hosts.  Without the TCP payload due to truncation, we are 
unable to determine if these port scans are indeed generated by 
these two worms. 

 
192.168.2.30:137 - 195.x.x.98:1025 
192.168.2.30:137 - 202.x.x.153:1027 
192.168.2.30:137 - 210.x.x.23:1035 
192.168.2.30:137 - 195.x.x.42:1026 
192.168.2.30:137 - 202.y.y.226:1026 
192.168.2.30:137 - 218.x.x.238:1025 
192.168.2.30:137 - 202.y.y.226:1025 
192.168.2.30:137 - 202.y.y.226:1027 
192.168.2.30:137 - 202.y.y.226:1028 
192.168.2.30:137 - 202.y.y.226:1029 
192.168.2.30:137 - 202.y.y.242:1026 
192.168.2.30:137 - 61.x.x.5:1028 
192.168.2.30:137 - 219.x.x.226:1025 
192.168.2.30:137 - 213.x.x.189:1028 
192.168.2.30:137 - 61.x.x.193:1025 

Fig. 18. Port scan originating from the ChinaSat network. 
 

 
210.x.x.23:1035 - 192.168.1.121:137 
210.x.x.23:1035 - 192.168.1.63:137  
210.x.x.23:1035 - 192.168.2.11:137 
210.x.x.23:1035 - 192.168.1.250:137 
210.x.x.23:1035 - 192.168.1.25:137 
210.x.x.23:1035 - 192.168.2.79:137 
210.x.x.23:1035 - 192.168.1.52:137  
210.x.x.23:1035 - 192.168.6.191:137 
210.x.x.23:1035 - 192.168.1.241:137 
210.x.x.23:1035 - 192.168.2.91:137 
210.x.x.23:1035 - 192.168.1.5:137 

Fig. 19. Port scan directed to the ChinaSat network. 

VII. CONCLUSIONS 
In this paper, we describe traffic collection from a 

commercial hybrid satellite-terrestrial network and analyzed 
collected traffic traces and billing records. From the billing 
records, we have shown that the downloaded and uploaded 
traffic volumes are highly regular, exhibiting both daily and 
weekly cycles. We have found that a daily minimum occurs at 
7 AM and three daily maximums occur at 11 AM, 3 PM and 7 
PM. 

Analysis of tcpdump traces shows the trace to be dominated 
by TCP traffic where HTTP/WWW packets on port 80 form 
the majority of the captured data.  Furthermore, by examining 
the TCP SYN packets, we are able to determine the SACK TCP 
extension is widely used to improve the TCP performance over 
satellites. Lastly, we were able to describe anomalies detected 
in the trace, including invalid TCP flag combinations, a large 
number of TCP resets, port scans, and have provided possible 
explanation for the origin of these behaviors. 

While the collected traffic data captured only a snapshot of 
the satellite network, its analysis contributes to better 
understanding of deployed networks and may be of benefit to 
commercial network traffic management agencies. 
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Motion Planning of Multiple Agents in Virtual
Environments on Parallel Architectures
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Abstract— We proposed in a previous paper a two-layered
approach to motion planning of multiple agents in static virtual
environments, consisting of open spaces connected by multiple
narrow passages. The Discrete Generalized Voronoi Diagram
(GVD) of the environment is used to identify all narrow passages,
and plan the global path of each agent automatically. As each
agent moves along its global path, it is locally modified using
the hybrid technique of combining steering behaviors with
Coordination Graphs (CG). It is computationally expensive to
construct coordination graphs and then compute optimal joint
actions for deadlock avoidances in narrow passages. The planner
was single-threaded, and it was able to plan motions of thirty
agents moving around in a simple virtual environment with four
narrow passages. If more agents are moving in a more complex
virtual environment (i.e., with more narrow passages), optimal
joint actions can no longer be computed in real-time. In this
paper, we parallelize the original sequential code in a supervisor-
worker paradigm. We show that significant, scalable speedups
are obtained by processing coordination graphs in parallelon a
Symmetric Multiprocessing (SMP) machine.

Index Terms— Motion Planning, Virtual Environments, Paral-
lel Programming, SMP.

I. I NTRODUCTION

We proposed in [1] a two-layered approach to motion
planning of multiple agents in static virtual environments, con-
sisting of open spaces connected by multiple narrow passages.
The discrete general Voronoi diagram of the static environment
is used to identify all narrow passages automatically. The
global path of each agent is also planned using the GVD. To
avoid collisions and deadlocks in the narrow passages, each
agent’s global path is then locally modified in real-time using
a hybrid technique combining steering behaviors [2], [3] with
coordination graphs [4].

Given a virtual environment withn narrow passages,n tasks
are performed at each time step, where each task constitutes
constructing a coordination graph for a particular narrow
passage and then performing a variable elimination algorithm
[4] to compute optimal joint actions (for deadlock avoidance).
These tasks were performed sequentially on a single thread
in [1]. However, if there are many narrow passages, a single
processor may not be able to process all coordination graphs
and compute optimal joint actions sequentially in real-time.
Since tasks associated with different narrow passages are
independent of one another, they can be performed in parallel
on Symmetric Multiprocessing (SMP) machines in order to
speed up the simulation. We do not consider distributed
computers in this paper, because our research is related to
computer games and all next-generation game consoles (i.e.,
Xbox 360, Nintendo Wii, and Sony PlayStation 3) are SMP
machines containing multi-core processers.

Motion planning on parallel and distributed architectures
have been studied extensively, especially parallelization of
probabilistic path planners, such asProbabilistic Roadmap
(PRM) [5] and Rapidly-exploring Random Trees(RRT) [6].
All parallel versions [7]–[11] of these two planners aim to
solve high-dimensional problems and/or yield speedups by
distributing work to multiple processors. All these planners are
offline planners. Instead, we coordinate motions of the agents
online by performing multiple tasks at each time step. These
tasks are relatively small, and they are repeated as quickly
as possible to achieve maximum frame rate. So, the parallel
overhead must be minimized, otherwise the parallelized ver-
sion may run slower than the sequential version.

There are two main parallel programming models: OpenMP
and Message Passing Interface (MPI). With OpenMP, the orig-
inal sequential code can be converted in a stepwise fashion by
adding directives incrementally. However, OpenMP supports
only loop-level parallelism, not task parallelism. MPI sup-
ports task parallelism on either SMP computers or distributed
computers, but it requires more programming changes to go
from sequential to parallel. Instead, we implement the task
parallelism in asupervisor-workerparadigm with System V
Interprocess Communication(IPC) mechanism.

This paper is organized as follows. We formally define the
problem to be solved in section II. The two-layered approachis
presented in section III. We show in section IV the importance
of minimizing the parallel overhead. A parallel procedure for
construction of multiple coordination graphs and computation
of multiple optimal joint actions is presented in section V.
A simple scheduler is presented in section VI to improve the
parallel performance on multiple processors. In section VII, we
describe the experiment, and the results obtained. We conclude
in section VIII.

II. PROBLEM DEFINITION

Given arek agentsA1, . . . , Ak, and a static 2D polygonal
virtual environment in which the agents can move. Each
agent is modeled by a disc of radiusr with two degrees
of freedom x and y given in the world coordinate space.
The agents’ start positionsPs = {Ps1

, . . . , Psk
}, and goal

positionsPg = {Pg1
, . . . , Pgk

} are also defined. The virtual
environment consists of open spaces connected byn narrow
passages and for now we assume that no narrow passages
intersect with each other.

The task is to move each agent from its start position to
its goal position without colliding with other agents and static
polygonal obstacles. At each time step, a coordination graph is
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generated for each narrow passage, and an optimal joint action
is then computed for each coordination graph. Alln optimal
joint actions have to be computed in real-time.

III. THE TWO-LAYERED APPROACH

First, we compute the discrete generalized Voronoi diagram
from the frame buffer of the graphics hardware [12]. The
distance from any point on the GVD to its nearest obstacle
(called clearance) can be obtained in the Z-buffer. With the
GVD and the distance information, we not only identify all
narrow passages in the environments, but also find all agents’
global paths.

A. Narrow Passage Identification

We first use the GVD to identify those portions of GVD
whose clearance is less than a user-defined threshold, then all
narrow passages and their openings in the workspace can be
easily identified. In addition, there are expanded openingsat
both ends of the narrow passage. They are used to control
the number of agents inside their respective adjacent openings
[13]. In order to be consistent with the terminology used in
[13], we designate one opening as the upper one and the
other opening as the lower one. All narrow passages, openings,
and expanded openings shown in Fig. 1 have been identified
automatically. Observe that all narrow passages’ openingsand
expanded openings are drawn in different colors. Openings
are drawn in darker gray (two different green) compared to
the expanded openings (yellow and orange) surrounding them.
One pair of opening and expanded opening is the upper one,
and the other pair is the lower one.

Fig. 1. Virtual environment with three narrow passages.

B. Motion Coordination with Coordination Graph

Since the agents are moving in a 2D virtual environment,
the medial axis of the free space is a one dimensional entity;
hence the GVD can be used as a roadmap. Using the GVD, the
global paths betweenPs and Pg are computed sequentially
and independently of each other.

Having generated a global path for each agent, we want it
to follow its path while avoiding obstacles and other agents.

This can be accomplished by steering behaviors [2]. All
steering behaviors are based on local information, therefore
they work fine as long as the agents are located in open
spaces, but the agents get easily stuck if they are located
in cluttered environments, such as narrow passages. To avoid
deadlocks in narrow passages, we presented in [13] a hybrid
technique, combining local steering behavior and an efficient
AI technique for decision making and planning cooperative
multi-agent dynamic systems called aCoordination Graph
(CG) [4]. We will not discuss details here, just present some
broad essentials.

Suppose thatm agentsA = {A1, . . . , Am} are located
inside a narrow passage and its two openings at timet.
These agents must coordinate their actions in order to pass
through while avoiding deadlocks. All agents are acting in
a space described by a set of discrete state variables,X =
{X1, . . . , Xn}. A statex = {x1, . . . , xn} is an assignment
to each state variableXi. Each agentAj chooses an action
aj from a finite set of possible actionsDom(Aj). Before an
optimal joint actiona = {a1, . . . , am} ∈ Dom(A) is com-
puted, each agent is assigned a local value functionQj(x,a).
A local value function is basically a set of value rules, where
each value rule describes a context — an assignment to state
variables and actions — and a value increment. We will not
discuss how the rules were derived here. An optimal joint
action is simply one joint action that maximizes the total utility
function Q =

∑

j Qj(x,a), where Qj(x,a) is agentAj ’s
local value function.

Suppose that agentA1 is located in a narrow passage, and
agentsA2 and A3 are located inside the narrow passage’s
lower opening and moving toward the passage. Follow the
procedure presented in [13], the agents’ local value functions
are

Q1(x,a) =

{

〈a1 ∧ x1 : 100〉
〈ā1 ∧ x̄1 : 100〉

(1)

Q2(x,a) =















〈a1 ∧ a2 ∧ x2 : 50〉
〈ā1 ∧ a2 ∧ x2 : −50〉
〈a1 ∧ a2 ∧ x̄2 : −50〉
〈ā1 ∧ a2 ∧ x̄2 : 50〉

(2)

Q3(x,a) =

{

〈a2 ∧ a3 ∧ x1 ∧ x3 : −200〉
〈a2 ∧ a3 ∧ x̄1 ∧ x̄3 : −200〉

(3)

where

a1 = up
a2 = a3 = enter
x1 = moves up in passage(A1)
x2 = inside lower opening(A2)
x3 = inside lower opening(A3)

All action and state variables are binary variables in [13].
ā and x̄ are negates ofa andx, respectively.

ā1 = down
ā2 = ā3 = not enter
x̄1 = moves down in passage(A1)
x̄2 = inside upper opening(A2)
x̄3 = inside upper opening(A3)
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The value rules in the agents’ local value functions give
awards (i.e., positive values) to desired behaviors, and penal-
ties (i.e., negative values) to non-desired behaviors. Forex-
ample, the value rules in (1) encourageA1 to keep going in
its current direction, whereas the value rules in (3) prevent
A2 andA3 from entering a narrow passage at the same time,
if they are located in the same opening. The value rules in
(2) only allow A2 to enter the narrow passage, whereA1 is
currently located in, if no deadlock will occur.

Next, a coordination graph is automatically constructed
with the information in the local value functions. Each node
of the coordination graph represents one agent, and two
nodes are connected only if the corresponding agents have
to coordinate their actions; hence the coordination graph can
capture local coordination requirements between agents and
the action space is reduced. The coordination graph shown in
Fig. 2 is constructed using the local value functions given in
(1, 2, 3). AgentA2’s local value functionQ2 as seen in (2)
shows clearly that decisions made by agentA1 affect agent
A2; hence node1 is connected with node2 by a directed
edge.

A1

A2 A3

Fig. 2. Coordination graph for a coordination problem with 3agents.

Once all agents’s states have been observed, all value rules
which are not consistent with the current states are deleted.
The variable elimination algorithm is then used to find optimal
joint actions of the agents in combination with a message
passing scheme [4]. In order to compute an optimal joint action
in real-time, we reduce the number of nodes in a coordination
graph by considering all agents inside the narrow passage as
one virtual agent and representing them with one node [13].
Agents that just exited from the narrow passage, but are still
located inside one of its openings, are not represented by nodes
in the coordination graph. The biggest coordination graph in
[13] has5 nodes.

For the coordination problem shown in Fig. 1 and 2, optimal
joint action is simply{ā1, ā2, ā3}, if the current state of agent
A1 is x̄1 (i.e., agentA1 keeps moving down,A2 andA3 are
not allowed to enter the narrow passage). Clearly, deadlockis
avoided by this optimal joint action.

C. Sequential Code

The single-threaded planner in [1] is an OpenGL program.
A draw function is invoked as often as possible, because we
want to update the window at the highest frame rate possible.
Main steps of the sequential code inside the draw function are:

1) Observed each agent’s state (i.e., its location and status).

2) Constructn coordination graphs sequentially, wheren
is the number of narrow passages in the virtual environ-
ment.

3) For each coordination graph, compute an optimal joint
action.

4) Update the window.
All optimal joint actions have to be computed in real-

time regardless of the number of coordination graphs. The
single-threaded planner in [1] can handle a virtual environment
with three narrow passages, when there are30 agents moving
around in the virtual environment. Once there are more than
30 agents in the same environment, the window can no longer
be updated at a sufficient rate. In order to handle more agents,
and more complicated virtual environments, we have to speed
up the computation of optimal joint actions, by processing
coordination graphs in parallel on a SMP machine.

IV. OPENMP

Parallelization of the sequential code in [1] can be easily
done using directives-based parallel programming language
such asOpenMP[14]. The sequential code is parallelized by
adding a few directives, which appear as comments in the
sequential code. OpenMP uses the fork-join model of parallel
execution: the parallelized program still begins execution on
a single thread, called the master thread of execution. A team
of parallel threads are created by the master thread, when
a parallel construct inside the draw function is encountered
and the statements (i.e. construction of coordination graphs
and computation of optimal joint actions) enclosed by the
parallel region construct are executed in parallel among the
team of threads. Upon completion of the parallel construct,
the threads synchronize and all threads except the master
thread are terminated. However, it is expensive to create and
destroy threads [14], especially when this is repeated each
time the draw function is invoked. Also, the number of narrow
passages is limited (less than a couple of hundred) and each
task of construction of a coordination graph and computation
of an optimal joint action is small. All these lead to excessive
parallel overhead. In fact, the parallelized version is slower
than the sequential version.

V. SUPERVISOR-WORKER PARADIGM

Instead of using OpenMP, we implemented the task par-
allelism in a supervisor-workerparadigm (Fig. 3): a single
supervisor, also calledmaster; asks multipleworkers, also
calledslaves, to perform the tasks.

Worker

Supervisor

Worker

Fig. 3. The Supervisor-work paradigm.

The supervisor/worker paradigm can be implemented with
either threads or processes. Threads should be used when the



ENSC 894 COURSE TRANSACTIONS

same complex data structures have to be processed concur-
rently, and processes should be used instead for less tightly
couple applications [15]. Therefore, we choose processes for
implementation of the supervisor/worker paradigm, because all
workers perform their tasks independently of one other; conse-
quently, no data is passed between workers. Another advantage
of processes over threads is that it is easier to develop and test
processes separately. However, each process has its own setof
memory pages; hence, two processes need to useInterprocess
Communication(IPC) to communicate to one another. We use
System V IPC for interprocess communication. POSIX IPC
is much newer than System V IPC, but it is not as widely
available as System V IPC [15]. There are three kinds of
System V IPC objects:message queues, semaphore sets, and
shared memory segments.

We divide the single-threaded program in [1] into two
programs: a supervisor program and a worker program. Once
the supervisor program is launched, we make a system call
fork to create a second process. The original process is called
theparent, and the new one is calledchild. The cost of afork
is potentially enormous, but it is called only once. In order
to create multiple worker processes, we launch the worker
program multiple times. The number of the worker processes
depends on the number of available processors. The supervisor
processes communicate with the worker processes through two
message queues (Fig. 4): the supervisor sends messages to the
workers through message queueA, and the workers send back
the results through message queueB.

At each time step, the parent process iterates through all
narrow passages. For each narrow passage, the parent process
finds all agents inside the narrow passage and all agents inside
the neighboring two openings who are moving toward the
narrow passage. The agents’ states are then stored inside a
message, before the message is appended to the message queue
A. As soon as a worker process is free, it pops the first message
in the message queueA. Using the data stored inside the
message, the worker process performs the task. The optimal
joint action is sent back to the supervisor through message
queueB, and received by the child process. The process is
repeated until the message queueA is empty and the length
of the message queueB is equal to the number of narrow
passagesn in the virtual environment. The parent process and
the child process communicate with each other through shared
memory (Fig. 4). Once the child process has received alln
messages from the workers, it writes the data (i.e.,n optimal
joint actions) in the message queueB into the same memory
it shares with the parent process.

The main advantage of our approach is that all processes are
created only once and destroyed only once; hence, the parallel
overhead is reduced to a minimum. We use a message queue
for communication between the supervisor and the workers,
because multiple worker processes can fetch messages from
the same message queue (i.e., the message queueA), and
small messages (100 bytes or so) can be passed between two
processes quickly [15]. However, there are limits on the size of
a message and the number of messages in the queue [15]. For
example, we are able to send 40 message to the message queue
A on an SGI UltimateVision. If there are more than 40 narrow

Supervisor

Shared Memory

Parent Process

Child Process

OS

OS

Data Sent

Data Sent

Message Queue A

Message Queue B

Workers

Worker Processes

Process No. 1

Fig. 4. The Supervisor and its workers communicate through System V
message queues and shared memory.

passages in the virtual environment, shared memory can be
used instead of message queue for communication between
the supervisor and its workers. Shared memory should also be
used for big messages [15].

VI. JOB SCHEDULING

At each time step, we have to performn tasks (i.e., construct
n coordination graphs, and then compute an optimal joint
action for each one of them). We want to minimize the length
of time required to complete all tasks:makespanM . Assume
that there arem identical processors available for processing in
a SMP machine. Assume also that a task can only be processed
by one processor, and a task cannot be interrupted. This is a
classicalscheduling problem of parallel identical processors
and independent jobs(tasks). There is no algorithm that
constructs an optimal schedule [16]. Even if such algorithm
exists, it would be much too slow for us; however, a fast
and effective heuristic procedure for minimizingM exists:
Longest Processing Time(LPT), and the schedules it produces
are close-to optimal [16].

In general, processing time grows with the number of nodes
in a coordination graph. Therefore, an LPT ordering of the
tasks can be obtained by sorting the coordination graphs
according to the numbers of the nodes. We useinsertion sort,
because it is very simple to implement and efficient on a small
data set. The average runtime of insertion sort isO(n2/4). In
the worst case, the sorting takesO(n2) time. Sincen is a
relatively small number, runtime of the insertion sort is very
short and can be neglected.

VII. E XPERIMENTS AND RESULTS

A. Hardware and Software Setup

The code was written in ANSI C/C++ and compiled us-
ing MIPSpro Compilers Version 7.41. The experiments were
performed on an SGI UltimateVision with 24 64-bits MIPS
R16000 processors at 700 megahertz and running IRIX 6.5.28.
Each MIPS processor has 32 kilobyte L1 instruction cache, 32
kilobyte L1 data cache, and 4 megabyte L2 cache.

The SGI UltimateVision is based on SGI’s NUMAflex ar-
chitecture. All memory inside the machine are interconnected
by the SGI NUMAlink interconnect technology to a single,
system-wide, shared-memory space called the global shared
memory. The SGI UltimateVision has 14 gigabyte of global
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TABLE I

RUNTIME OF ONE TASK.

Task Size 1 2 3 4 5 6
Time in msec 2 10 20 64 107 160

shared memory and it is visible to all 24 processors. The
NUMAlink enables each processer to access its local and
remote memory with low-latency.

B. Performance Analysis

An important performance metric isspeedupS [17], which
is defined as

S(N, P ) =
Tseq(N)

T (N, P )
, (4)

whereN is the size of the problem,P is the number of
processors,Tseq is the runtime of the sequential program, and
T (P ) is the runtime of the parallel program.

To measure the parallel efficiency of our implementation
of the supervisor/worker paradigm, we created a simplified
supervisor that enables us to perform some experiments in a
controlled environment. The simplified supervisor can generate
jobs of different sizes. A job consists of one or multiple tasks.
The size of the job varies not only with the number of the
tasks, but also with the size of each task, which is equal to
the number of nodes of the coordination graph inside the task,
and it ranges from1 to 6 in our experiments. Depending on
the experiment, the simplified supervisor generates a job with
a certain number of tasks, where the sizes of the tasks maybe
equal to one another or different. To measure runtime, a timer
is started before the parent process in the simplified supervisor
sends messages to the workers through the message queueA;
it is stopped once the parent process receives all optimal joint
actions from the child process.

First, we measured how the runtime of one task varies with
the size of the task. For each job, the simplified supervisor
sent40 tasks of same size to the workers for processing. The
average runtime for1 task is shown in Table I.

Next, we investigated how the size of a task (i.e., the
number of nodes in a coordination graph) affects the speedup.
Three different numbers of nodes were tested:2, 4, and
6. For each test, the simplified supervisor sent40 tasks of
equal size to the workers. Runtimes (averaged over3 runs)
for 1, 2, 5, 10, and 20 workers are shown in Table II and
Fig. 5. The speedups for coordination graphs with 4 and 6
nodes are almost linear. However, for coordination graphs
with 2 nodes, the speedup is just over10 when using20
workers, due to thecommunication overhead. The effect of the
communication overhead is especially evident when the jobs
are small, and they are distributed to many processors (e.g.,
when 40 coordination graphs with2 nodes are processed by
20 workers). Table I shows that it only takes around10 msec
to process a task with size2, compared to64 msec and160
msec for tasks with sizes4 and6, respectively.

SpeedupS is not only limited by the communication
overhead, but also by the speed of the slowest processor;

TABLE II

RUNTIMES OF40 EQUAL-SIZE TASKS.

No. of Processors(P ) 1 2 5 10 20
Time in msec (2 nodes) 412 210 86 51 33
Time in msec (4 nodes) 2568 1279 521 268 149
Time in msec (6 nodes) 6326 3148 1272 647 338
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Fig. 5. Speedups for40 equal-size tasks.

hence,S is also reduced from its ideal value ofP , when
loads over the processors are not balanced. Thus, we have
to ensure that each processor performs the same amount of
work (if possible). Given multiple tasks with mixed sizes, we
use the LPT scheduler to distribute these tasks evenly among
the available processors so that each processor performs about
the same amount of work.

We tested effect of the LPT scheduler with20, 30, and
40 tasks. The size of each task was determined randomly by
the simplified supervisor; and it ranged from1 to 6. The tests
were performed first without scheduler, and then with the LPT
scheduler. Runtimes (averaged over10 runs) are shown in
Table III and Table IV, respectively. Speedups are shown in
Fig. 6 and Fig. 7, respectively.

It is clear from the data in Table III, Table IV, Fig. 6,
and Fig. 7 that the parallel performance improves significantly
when the LPT scheduler is used. Fig. 6 and Fig. 7 show that

TABLE III

RUNTIMES OF NOT EQUAL-SIZE TASKS(WITHOUT SCHEDULING).

No. of Processors(P ) 1 2 5 10 20
Time in msec (20 CGs) 1166 581 323 188 163
Time in msec (30 CGs) 1729 850 439 278 187
Time in msec (40 CGs) 2473 1177 521 347 204

TABLE IV

RUNTIMES OF NOT EQUAL-SIZE TASKS(WITH SCHEDULING).

No. of Processors(P ) 1 2 5 10 20
Time in msec (20 CGs) 1276 652 273 165 160
Time in msec (30 CGs) 1913 844 343 204 167
Time in msec (40 CGs) 2276 1223 485 274 169
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Fig. 6. Speedups for not equal-size tasks (without scheduling).
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Fig. 7. Speedup for not equal-size tasks (with scheduling).

speedups of20 tasks are clearly sub-linear. The reason is that
multiple tasks cannot be processed in less than160 msec, if
the size of at least one task is6, as a task with size6 (Table
I) takes about160 msec to process. The last column of Table
IV clearly shows this limit, where all runtimes are about160
msec.

VIII. C ONCLUSIONS

We implemented the task parallelism in the supervi-
sor/worker paradigm and let the supervisor processes com-
municate the worker processes through System V IPC. Since
all processes are created and destroyed only once, the parallel
overhead is minimized. The experiments show that significant,
scalable speedups are obtained. By processing multiple coor-
dination graphs in parallel on a SMP machine, the two-layered
approach we proposed in [1] can now handle more agents and
more complicated virtual environments.
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The Continuously Adaptive Mean-SHIFT (CAMSHIFT) Algorithm
for Color-based Visual Tracking

Yan Lu

Abstract— Visual tracking is the task of following moving
targets through image sequences. It has such wide practical
applications that techniques for visual tracking grow increas-
ingly versatile and sophisticated. Three categories of tracking
techniques are reviewed in this paper. In consideration of
computational cost and speed, a color-based tracking algorithm –
Continuously Adaptive Mean-SHIFT (CAMSHIFT) is chosen to
build up a single, active camera tracking system. The algorithm
converts the raw image of each video frame to a color probability
distribution image via a histogram model of the color being
tracked. By operating on the probability image, the location and
the size of the target are found and determined . This paper
explains in detail the principle of the CAMSHIFT algorithm and
its implementation. Moreover, the paper points out a problem of
legacy induced by mechanical constraints inherent with the pan-
tilt-zoom (PTZ) camera. This problem is solved by modifying the
CAMSHIFT algorithm. Through analysis, the color-based visual
tracking system has proven to be robust, quick, and versatile
with a modest computational cost. It can be utilized for such
visual tracking tasks as surveillance, human-machine interface,
and smart environment.

Index Terms— CAMSHIFT, color-based tracking, computer
vision.

I. INTRODUCTION

AS a useful robotic sensor, computer vision mimics the
human sense of vision and allows for non-contact mea-

surement of the environment. Visual tracking is the task of
following moving targets of interest through image sequences.
By extracting useful data from the sequences, visual tracking
systems provide rich information about positions and orien-
tations of a target, and enable estimation of its future poses.
A problem well motivated by practicality, visual tracking has
been widely applied in the area of surveillance, monitoring,
and medical imaging. It is also an essential portion for such
complex systems as visual servoing and Human-Computer
Interaction (HCI). In a visual servoing system, results obtained
from the tracker are input to the controller and the actuator
to perform target manipulation tasks. HCI systems utilize
tracking results containing characteristics of human hands or
faces to understand gestures and facial emotions.

Tens or even hundreds of different techniques are currently
available to meet increasingly complex and diverse tracking
requirements. Most of them share common fundamental prin-
ciples, and can be categorized into three classes: feature-based
tracking, motion-based tracking, and model-based tracking.
Feature-based tracking locates the position of a target by
extracting from image sequences such characteristics of the
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target as edges, corners, or colors. Laplacian operators, Canny
edge detector, and Hough transform are popular methods ap-
plied on raw images to obtain geometric primitives [1] [2] [3].
The CAMSHIFT algorithm [4] and Meanshift algorithm [5]
are methods of tracking based on color. Instead of dependent
on feature extraction, motion-based tracking detects motions
of an object through frame comparison or optical-flow [6]
[7]. Model-based tracking explicitly builds a model for the
target, and it is able to estimate the pose of the target in the
next time step by iterating current and past target status using
predefined models [8]. Different tracking methods are applied
to accomplish various tasks related with computer vision.

The selection of vision sensors or cameras is another key
factor determining the performance of a tracking system.
Along with the advancement of tracking techniques is the
improvement of camera performance. Compared with fixed
ones, active cameras with the appealing ability of pan, tilt,
and zoom not only are more flexible for manipulation, but
also perceive a wider and deeper view of the scene. Therefore,
choosing an active camera, in some cases, avoids building
a multiple, fixed camera system, which would otherwise
involve extra efforts on the calibration and camera-to-camera
geometric correlations.

[9] [10] present motion-based tracking methods using ac-
tive cameras; however, their performance is largely limited
by implementing real time filters whose computational cost
is not trivial. In order to maintain the agility brought by
using an active camera, it is desirable to choose a tracking
technique with low computational burden, and thus a quick re-
sponse. This paper implements the CAMSHIFT algorithm [4]
(CAMSHIFT) in a single, active camera tracking system. As a
color-based method, CAMSHIFT is fast and computationally
efficient for object representation and tracking. It is especially
appealing for tracking tasks where the spatial structure of
the tracked objects exhibits such a dramatic variability that
methods based on a space-dependent appearance reference
would quickly break down.

II. THE CAMSHIFT ALGORITHM

CAMSHIFT converts the raw image of each video frame to
a color probability distribution image via a histogram model
of the color being tracked. The center and the size of the color
object are found by operating on the color probability image.
The current location and size are used to set the location
and the size of the search window in the next video image.
The process is then repeated for continuous tracking. In fact,
CAMSHIFT is derived from the mean shift algorithm. The
latter operates on a static color probability distribution that
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is represented by color histograms. The mean shift algorithm
must be modified to adapt dynamically to the probability it
is tracking, because color distributions obtained from video
image sequences change over time. Fig. 1 summarizes the
algorithm described above, and shows how the mean shift
algorithm (indicated by the gray box) is developed into
CAMSHIFT.

A. Color Model

To say that CAMSHIFT is model-free is not entirely ac-
curate, because it incorporates a probabilistic model based on
color. For every possible color in the scene captured by the
camera, the algorithm assigns a probability that the color will
appear in the object to be tracked. Explained alternatively,
CAMSHIFT uses the model to compute the probability that a
pixel in a frame is part of the object in the scene.

Several aspects should be considered before choosing a
proper color model for tracking. Most digital images are
handled using the Red, Green, and Blue (RGB) color space,
but the individual R, G, and B components will vary widely
under changing illuminations. The Hue, Saturation, and Value
(HSV) color space, however, represents color in a different
way. Saturation is the grayness of a color, and Value means
the brightness or intensity of the color. Hue is determined by
the dominant wavelength of a color, and it contains the most
important color information. Moreover, Hue is the component
in HSV color space that is free from illumination or lighting
impact. Therefore, CAMSHIFT creates color models by taking
1-D histograms from the hue channel.

The hue histogram model of an object is computed by
counting the number of object pixels that have corresponding
hue values. Divided by total pixel numbers occupied by
the object, the histograms are normalized, representing the
possibility of each hue value the object has. The histogram
model is much like a lookup table. CAMSHIFT first extracts
hue values from the incoming video pixels, then converts them

Yes No

Center the search window 

Converge with
last center?

Hue histogram of ROI

Color probability distribution
image (Backproject Image)

Find center of mass within the
search window

HSV image

Set ROI at the search 
window center with

size a little larger than
the search window 

Set search window
center at (X,Y) with 
size based on zeroth

moment of ROI

Initial search window
size and location

Report
center (X,Y) 

Fig. 1. Block Diagram of the CamShift Algorithm

to corresponding probabilities in the table, and finally outputs
the result known as the backproject image. The location and
the size of the object are found based on the backproject
image. This process is discussed in subsection B.

With different targets in the scenes, a green card and human
skin respectively, Fig. 2 and Fig. 3 illustrate the procedure
to obtain backproject images. Hue histogram models of the
targets are built by extracting and sorting hue values of
pixels within the red rectangle areas, as shown in (a) of each
figure. Subfigures (b) show the model, with hue values as the
independent variable along the x axis, and the probability of
each hue value as the dependent variable along the y axis.
For better illustration purpose, histogram bars are colored
according to the objects in RGB space in order to build
visual relationships between the targets and the histograms.
Subfigures (c) are backproject images where areas with high
probabilities of having the objects are highlighted.

B. Algorithm Operation

After the backproject image of a frame from input video
sequences is computed, the main work of CAMSHIFT takes
place. As implied by the meaning of its acronym (Continu-
ously Adaptive Mean Shift), CAMSHIFT is a variation of the
mean shift algorithm, a robust metric used to compute the
mean value of a variable, given the probabilities associated
with each possible value. The mean shift algorithm uses the
zeroth and first moments of the backproject image to compute
the center of an area with high probability. If I(x, y) denotes
the pixel probability value at position (x, y) in the backproject
image, the zeroth moment, M00, is

M00 =
∑

x

∑

y

I(x, y), (1)

and the first moments, M10 and M01, for x and y are

M10 =
∑

x

∑

y

xI(x, y), (2)

Fig. 2. Histogram and Backproject Images of a Frame with the Green Card
as the Target

Fig. 3. Histogram and Backproject Images of a Frame with Human Skin as
the Target
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M01 =
∑

x

∑

y

yI(x, y). (3)

Therefore, the coordinates of the mean search window location
are

xc =
M10

M00

, (4)

yc =
M01

M00

. (5)

The search window is then centered at (xc, yc), and its size
is adjusted as a function of the zeroth moment. The algorithm
repeats the computation of the center, and locates and resizes
the search window until the result converges, which means the
window moves for a distance less than the preset threshold.
The steps of the mean shift algorithm listed below further
clarify its idea. Step 1 and step 2 select the target to be tracked
in the scene, and the rest of the steps are looped to realize
automatic positioning.

THE MEAN SHIFT ALGORITHM

1. Choose an initial search window size to fit the target.
2. Choose an initial location of the search window based on

the location of the target.
3. Compute the mean location (xc, yc).
4. Center the search window at the mean location computed

in Step 3.
5. Repeat steps 3 and step 4 until the search window center

converges.

CAMSHIFT uses the mean shift algorithm as the core, but
expands it to deal with dynamically changing distributions.
When the target in video sequences moves, the size and the
location of the probability distribution change in time ac-
cordingly. CAMSHIFT adjusts the search window size during
the tracking operation. Initial window size can be set at any
reasonable value. During the course of tracking, CAMSHIFT
relies on the zeroth moment M00 to determine the search win-
dow height and width. M00 can be treated as the distribution
area found under the search window. Therefore, the larger M 00

is, the bigger the search window size will be. Incorporating
the mean shift algorithm, the steps of CAMSHIFT are listed
below.

THE CAMSHIFT ALGORITHM

1. Choose an initial location of the search window.
2. Apply the mean shift algorithm as above, and store the

zeroth moment.
3. Set the search window size equal to a function of the

zeroth moment.
4. Repeat step 2 and step 3 until the search window center

converges.

To conclude, CAMSHIFT is based on the following princi-
ple: the current frame is searched for a region, a variable-shape
and variable-size window, whose color content best matches
a reference color model. Starting from the final location in
the previous frame, the algorithm proceeds iteratively at each
frame so as to minimize the distance between the search
window and the target.

III. IMPLEMENTATION

A. Hardware and Software Setup

Our tracking system built to implement CAMSHIFT con-
sists of one active camera with pan, tilt, and zoom (PTZ)
capability, a frame grabber, and a personal computer. The PTZ
camera captures and follows the scene with moving targets,
the frame grabber is responsible for real-time transfer of full
resolution color images or sequences of images to computer
memory, and the computer supports image data processing and
the display of results.

The Sony EVI-D100 PTZ camera (shown in Fig. 4) features
380,000 effective picture elements and 1/4 type super CCD
(Charge-Coupled Device). The camera is capable of pan, tilt,
and zoom that can be controlled by the computer via an
IN-VISCA cable. One port of the cable connects to a RS-
232C jack (a popular serial port) on the computer and the
other port connects to the VISCA IN jack on the camera.
The VISCA OUT jack is used for a multi-camera system,
which can be connected with the VISCA IN port of another
camera in serial, so the computer can send commands to, and
get acknowledgement from, several cameras for pan, tilt, and
zoom control.

The frame grabber used in the system is Euresys Picolo
PCI Frame Grabber (shown in Fig. 5). The grabber card is
fit into the PCI (Peripheral Component Interconnect) slot and
provides the plug where the S-Video cable connects to the
PC. The other port of the cable is connected to the S Video
jack on the camera. The card supports the acquisition and real-
time transfer of full resolution color images or sequences of
images to the PC memory. The square-pixel resolution (640
x 480 or 768 x 576) is achieved at the full frame rate (30
or 25 frame per second) for raw image refreshment. Once
connected, the camera can output to the computer the video
stream through the S Video cable in NTSC format (National
Television System(s) Committee).

As to software setup, our system utilizes OpenCV [11]
(Open Computer Vision) as a tool for assisting image data
processing and analysis. It provides many high level functions
to realize image data manipulation, video input and output,
various dynamic data structures, and motion analysis.

B. Realization and Results

The tracking system takes as the input an initial window
containing the target, and the window size and position are

Fig. 4. Sony EVI-D100 PTZ Color Video Camera
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Fig. 5. Euresys Picolo PCI Frame Grabber

defined by the user. Processed by CAMSHIFT, the search
window is updated to incorporate and fit the target in a
rectangle. The algorithm is iterated until the user chooses to
track a new target in the scene through mouse input. Then
the whole process is repeated, tracking a new target. Apart
from CAMSHIFT, two additional issues should be considered
before a robust tracking system with an active camera is built
up. One issue is how to control the pan and tilt of the camera
when the arbitrarily moving target tends to go beyond the
current camera view. The other issue is how to deal with the
situation when, for some reason, the object no longer exists
in the scene.

In order to solve the first issue, the system should be
attentive of the target position and its velocity. When any
border of the search window is within a preset distance from
the borders of the view, the camera is mechanically activated.
The amount and the direction of panning or tilting the camera
in each time step are determined by the current target velocity
in the x and y directions. If cn(xn, yn) and cn−1(xn−1, yn−1)
denote the search window centers of the current and last time
step, then the current target velocity, vn, is the vector

vn = (xn − xn−1, yn − yn−1). (6)

The component of vn along the x direction is xn − xn−1,
whose sign decides the pan direction and whose magnitude
decides the pan amount. The tilting direction and amount are
obtained from yn − yn−1 using the same method.

The pan and tilt command format that Sony EVI-D100
recognizes is shown in Fig.6. In the first bit, x determines
which camera will receive the command. VV is the pan speed
in the range from 01 to 18, and WW is the tilt speed in the
range from 01 and 14. YYYY is the pan position between
FA60 to 05A0 (-1440 to 1440 decimal), and ZZZZ is the tilt
position between FE98 to 0168 (-360 to 360 decimal). The
command is sent from the computer to the camera through the
RS-232C port. A pan-tilt command is a 15-byte command, and
a writing function is called fifteen times to send the command
to the camera.

The target will disappear from the scene when it moves too
fast for the camera to adjust the view, which is the second
issue mentioned in the first paragraph of this subsection. If

8x 01 06 02 VV WW 0Y 0Y 0Y 0Y 0Z 0Z 0Z 0Z FF

Fig. 6. Pan and Tilt Command Data Format

so, ideally, pixel values in the backproject image will be all
zero, because the probability of having the target in the scene
is zero. In a real implementation, however, the overall black
backproject image is covered by small white dots due to the
inevitable noise inherent with the image acquisition of the
camera. However, the noise is a small portion of the whole
image, and the backproject image can still be treated as black
with constant pixel value I(x, y) = c over all (x, y) positions.
According to the CAMSHIFT algorithm in (1), (2), and (3),
xc and yc, in this case should be

xc =
M10

M00

=

∑

x

∑

y xI(x, y)
∑

x

∑

y I(x, y)
=

c
∑

x Nx

cMN

=
cMN (M+1)

2

cMN
=

M + 1

2
, (7)

yc =
N + 1

2
, (8)

where M and N are the height and width of the image.
Therefore, the search window center is the same as the image
center, and the window size will expand to the image size.
However, the effect is not desirable because, reasonably, the
search window size should be zero when the target is not in
the scene. For this reason, CAMSHIFT is revised to show only
a point in the image center when the target is out of the scene,
in which case, the average intensity of the backproject image
should be smaller than a threshold value.

Fig.7 shows the flowchart of the program run in the tracking
system, with both the consideration of the camera view shifting
and absence of the target in the scene. Fig.8 shows a series of
snapshots when targets are being tracked. Images (a) - (c) are
tracking segments of a green object with proper view shifting
to fit the object in the scene, (d) - (f) are the cases of hand
tracking, and (g), having a red spot in the center, shows the
situation when the scene is absent from the object.

IV. DISCUSSION AND FUTURE WORK

Color, as a distinct feature, is superior to edges or corners
for providing a clear representation of the target. Edges or cor-
ners are such general features that it is not easy to sperate them
from the background. CAMSHIFT, a color-based tracking
technique, is of less computational cost than other elaborate
feature extraction methods, such as tracking contours with
snakes ([12] [13] [14]), using Eigenspace matching techniques
[15], maintaining large sets of statistical hypotheses [16],
or convolving images with masks to detect features [17].
Edge or corner detection usually involves filtering, an image
processing methods of high calculation burden. Moreover, with
its simple algorithm, CAMSHIFT indicates not only where
the target is, but also it indicates to which direction the
target is moving. The movement direction is obtained from
the difference between the center of the current and the last
search window. The calculation is general and straightforward,
and it avoids using filtering masks, pixel by pixel, around the
image to calculate the local gradient. For an attentive tracking
system, tracking speed is a key factor impacting the overall
system performance. In consideration of both accuracy and
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Fig. 7. Program Flow Chart of Color-based Tracking Using the CAMSHIFT
Algorithm

computational cost, CAMSHIFT is a desirable candidate for
an attentive tracking system.

Apart from the tracking algorithm, the reaction speed of
the active camera also affects the performance of the attentive
tracking system. Due to the mechanical constraints and legacy,
the execution of camera panning and tilting are always slower
than the change of electrical signals. Therefore, if the target is
moving faster than the reaction speed of panning and tilting,
the system will lose track of the target. In such condition,
CAMSHIFT is modified by reducing the search window to a
point located at the center of the scene. This modification will
prevent the camera from panning and tilting irregularly and
unceasingly to search for the object.

The single-camera, visual tracking system is a foundation
for building a more complex system with multiple active cam-
eras. One possible architecture can be a two-camera system, in
which one camera is fixed to get a general view of the scene,
and the other is active with pan, tilt, and zoom capabilities.
When the target appears in the view of the fixed camera, the
second camera will track it by panning, tilting, or zooming
accordingly, and obtain detailed information of the target that
is not provided by the fixed camera. More interesting work on
camera calibration and noise reduction will be dealt with to

Fig. 8. Snapshots of Tracking Series

set up the complex tracking system.

V. CONCLUSION

CAMSHIFT is a color-based tracking algorithm with a high
performance-cost ratio. It has been implemented in our single,
active camera tracking system with satisfactory tracking results
and speed. Modifications have been made to CAMSHIFT in
order to deal with the situation when the target is out of
the scene. Visual tracking is still expanding and enriching
its territory despite the wide and versatile applications. Our
system can be treated as a stepping stone for the exploration
into more complex systems equipped with advanced and
compound tracking techniques.
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Abstract— In this paper, we describe a General Packet Radio 
Service (GPRS) OPNET simulation model and the 
implementation of the Radio Link Control/Medium Access 
Control (RLC/MAC). The RLC/MAC protocol is added to an 
existing GPRS OPNET model. We have enhanced the existing 
model by implementing the unacknowledged mode of RLC and 
two-phase access mechanisms. We have verified the effect of the 
new implementation on the end-to-end delay and cell update 
mechanism by performing OPNET simulations.  

 
Index Terms— GPRS, RLC/MAC, cell update, network 

simulation. 
 

I. INTRODUCTION 
ENERAL Packet Radio Service (GPRS) is a packet-
switched service based on the Global System for Mobile 

Communications (GSM), an extensively deployed voice 
technology . GSM provides data transmission rates of 9.6 
kbps, which are inefficient for variable bit rate data services 
such as web browsing and email [1], [2]. In order to provide 
higher data rates and efficient data transmission, the European 
Telecommunication Standards Institute (ETSI) introduced the 
GPRS over the existing GSM infrastructure. GPRS, 
considered as a 2.5 G cellular network, may offer data rates up 
to 171.2 kbps. In GPRS, resources (radio channels) are 
allocated to users on demand and hence, billing is based on the 
amount of data transferred rather than on the connection time. 

In this paper, we describe the implementation of the Radio 
Link Control/Medium Access Control (RLC/MAC) protocol in 
an existing OPNET GPRS simulation model. The existing 
model contains the implementation of the following GPRS 
communication-specific protocols: Subnetwork Dependent 
Convergence Protocol (SNDCP) [3], GPRS Tunneling 
Protocol (GTP) [3], Mobile Application Part (MAP) [4], and 
Logical Link Control (LLC) [5]. The cell update procedure [5] 
and the Base Station Subsystem GPRS Protocol (BSSGP) are 
also implemented in the existing model. The implementation 
of the RLC/MAC protocol enables the efficient allocation of 
radio resources to the users. 

This paper is organized as follows. In Section II, we provide 
an overview of GPRS. We describe the OPNET 
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implementation of RLC/MAC protocol in Section III, and the 
simulation scenarios and the results validating the 
implementations in Section IV. Finally, we conclude with 
Section V.  

  

II. GPRS OVERVIEW 

A. System Architecture 
The system architecture of GPRS is shown in Fig. 1. In 

order to enable GPRS services in the existing GSM 
infrastructure, several modifications are made to the existing 
nodes, and two new nodes are introduced [1], [2], [6]: Serving 
GPRS Support Node (SGSN) and Gateway GPRS Support 
Node (GGSN). The various nodes shown in the architecture 
are explained below.  

The Mobile Station (MS) consists of a Mobile Equipment 
(ME) and a Subscriber Identity Module (SIM), and in addition 
to voice data, these MSs support packet data. MSs that support 
GPRS may be classified as follows: Class A, Class B, and 
Class C. Class A MSs simultaneously support the GSM and 
GPRS services, whereas, Class B and Class C MSs support 
either GSM or GPRS services at a given time. For Class B 
MSs, the ongoing GPRS services may be suspended to initiate 
or receive GSM services. However, Class C MSs must 
explicitly disconnect from the ongoing GPRS services to 
enable GSM services. 

 

 
 

Fig. 1. GPRS system architecture. Shown are data and signaling paths 
and GPRS interfaces between various network nodes. 

Implementation of Radio Link Control/Medium 
Access Control in a GPRS model  

Renju Narayanan and Ljiljana Trajković  
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The Base Station Subsystem (BSS) consists of a Base Sta-
tion Controller (BSC) and one or more Base Transceiver Sta-
tions (BTSs). A logical entity, known as Packet Control Unit 
(PCU), to manage RLC/MAC functions is also introduced in 
the system, and this entity may be located at the BTS, BSC, or 
SGSN. The SGSN exchanges messages between MSs within 
its service area and GGSN. Its functions include au-
thentication, ciphering, session management, mobility man-
agement, logical management, and billing. The GGSN acts as 
a gateway between the GPRS system and the external Packet 
Data Networks (PDNs) (IP or X.25 networks). 

The GPRS system employs various registers to store infor-
mation regarding subscribers and the ME. The Home Location 
Register (HLR) stores the subscriber information, the current 
SGSN address, and the Packet Data Protocol (PDP) addresses 
for each user in the Public Land Mobile Network (PLMN). 
Visitor Location Register (VLR) stores the current location 
and related information of a visiting subscriber. Equipment 
Identity Register (EIR) stores information regarding the ME. 

B. GPRS Protocol Stack 
The GPRS protocol stack for user data transmission is 

shown in Fig. 2.  Um (air interface), Gb, and Gn are the 
interfaces located between MS and BSS, BSS and SGSN, and 
SGSN and GGSN respectively. The SNDCP protocol 
encapsulates the IP packets in GPRS specific packet formats, 
and the LLC layer provides a reliable logical link, independent 
of the underlying radio interface protocols, to these data units. 
The GTP tunnels the user data between the two GSNs in the 
GPRS backbone network [7]. The Base Station Subsystem 
GPRS Protocol (BSSGP) layer conveys routing and QoS-
related information between the BSS and the SGSN. The RLC 
layer provides a reliable radio link for data transfer between 
the MS and the BSS. The MAC layer controls the multiplexing 
of signaling and data messages from various GPRS users. The 
GSM RF (Radio Frequency) layer controls the physical 
channel management, modulation, demodulation, transmission, 
power control, and channel coding/decoding. 

 

 
Fig. 2: GPRS transmission plane protocol stack. 

C. Air Interface 
The air interface provides radio channel connection between 

an MS and the BTS [8], [9], [10]. GPRS employs distinct 

frequencies in the uplink (radio link from MS to BTS) and the 
downlink (radio link from BTS to MS) directions, and a 
combination of frequency division and time division multiple 
access (FDMA and TDMA) schemes to allocate radio 
resources (physical channels). GPRS employs a 52-frame 
multiframe structure: each multiframe consists of 52 TDMA 
frames, and four TDMA frames constitute a radio block. Each 
TDMA frame consists of eight time slots. The Protocol Data 
Units (PDUs) exchanged between the RLC/MAC entities in 
the MS and the BTS are called RLC/MAC blocks, and each 
PDU is transmitted in the same time slot over four continuous 
TDMA frames (in one radio block). In order to provide higher 
throughputs, an MS supporting GPRS may transmit or receive 
in several time slots of a TDMA frame. This capability is 
indicated by the multislot class of the MS [7]. 

In GPRS, the physical channels used for packet logical 
channels are called Packet Data Channels (PDCHs). GPRS 
employs two types of PDCHs as shown in Fig. 3: traffic and 
control. The PDCHs used to transfer data during uplink or 
downlink transmission are called the Packet Data Traffic 
Channels (PDTCHs). The control channels may be further 
classified as follows: broadcast, common, and dedicated. The 
Packet Broadcast Control Channel (PBCCH) broadcasts 
information related to the serving BTS and the neighboring 
BTSs. The Packet Common Control Channel (PCCCH) 
consists of a Packet Random Access Channel (PRACH) used 
for random access, a Packet Access Grant Channel (PAGCH) 
used for notifying the MS about access grant, and a Packet 
Paging Channel (PPCH) used for paging [7].  The Packet 
Associated Control Channel (PACCH) is used to carry 
signaling messages during uplink or downlink data transfer. 
The Packet Timing Control Channel (PTCCH) is used to send 
timing advance information. The PDTCHs employ four coding 
schemes: CS-1, CS-2, CS-3, and CS-4, providing data rates of 
9.05 kbps, 13.4 kbps, 15.6 kbps, and 21.04 kbps, respectively. 
Coding schemes CS-1 to CS-4 are mandatory for MSs 
supporting GPRS, whereas, coding scheme CS-1 is mandatory 
for the GPRS network. 

 

Fig. 3: Logical channels in GPRS. 

D. RLC/MAC Procedures 
RLC layer segments the LLC PDUs into RLC/MAC blocks 

and reassembles them [11]. The RLC protocol provides ac-
knowledged and unacknowledged modes of operation. In ac-
knowledged mode, it performs the Backward Error Correction 
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(BEC) procedures to enable selective retransmission mecha-
nism. The MAC protocol enables multiple MSs to share a 
common transmission medium, and provides contention 
resolution for the data transfers originated by the MSs. In 
order for an MS (or BSS) to transfer data in the uplink (or 
downlink) direction, a physical connection called Temporary 
Block Flow (TBF) is established between the two RLC/MAC 
entities. The TBFs are unidirectional and are established only 
for the period of data transfer, after which they are released. 
The BSS assigns a unique Temporary Flow Identity (TFI) to 
each TBF [11]. 

GPRS supports three medium allocation modes [7], [11]:  
•  Fixed allocation:  The BSS assigns a fixed allocation of 

radio blocks and PDCHs to the MS using bitmaps. 
•  Dynamic allocation: The BSS assigns radio blocks to 

MSs on a block-by-block basis. An Uplink State Flag 
(USF) is assigned to the MS for each allocated block. 

•  Extended dynamic allocation: The BSS assigns USF for 
a PDCH, but the MS is allowed to transmit not only in 
that PDCH, but also in all the higher numbered PDCHs. 

The GPRS network may support either fixed allocation 
mode or dynamic allocation mode. 
1) Uplink TBF Establishment 
GPRS employs two mechanisms for establishing uplink TBF: 
one-phase access and two-phase access procedures. Even 
though an MS may request either one of the procedures, the 
BSS decides the procedure for TBF establishment. 

a) One-phase Access Procedure 
In the one-phase access procedure, the MS sends a  “packet 
channel request” message to the network indicating the radio 
priority and the number of resources required. Then, the MS 
waits for an “uplink assignment” message from the BTS, 
which contains the time slot and the physical channel allocated 
to it. When the MS receives the uplink assignment message, it 
starts sending data including its Temporary Logic Link 
Identity (TLLI) in the first few blocks, until it receives an 
uplink ACK/NACK from the network. If the uplink 
ACK/NACK contains the TLLI of the MS, then the contention 
is resolved, and it continues sending data. Otherwise, the MS 
stops sending data, and repeats the packet access procedure. 
The one-phase access procedure is shown in Fig. 4. 

b) Two-phase Access Procedure 
In the two-phase access procedure, similar to one-phase access 
procedure, the MS first sends a “packet channel request” and 
waits for the “packet uplink assignment” message. However, 
the MS does not indicate the required number of resources in 
the channel request message. The network then sends the 
uplink assignment indicating that only one radio block is 
allocated. On receiving the uplink assignment, the MS sends a 
“packet resource request” message indicating its TLLI and the 
number of resources required. Then, the network assigns the 
resources according to the request and the available resources, 
and sends an uplink assignment message including the TLLI to 
the MS. When the MS receives the uplink assignment with its 

TLLI, the contention is resolved.  The two-phase access 
procedure is shown in Fig. 5. 
 

2) Downlink TBF Establishment 
When the BSS receives an LLC PDU from the SGSN, it initi-
ates the establishment of a downlink TBF by sending a “packet 
downlink assignment” message to the MS. When the MS 
responds with an acknowledgement message, the BSS 
commences sending the PDUs. 
3) TBF Release 
In the uplink data transfer, the MS performs a count down 
procedure to indicate the end of a TBF. When it starts sending 
the last sixteen blocks, it starts decrementing the Countdown 
Value (CV) at each transmission. The last block of the TBF is 
sent with CV equals zero. When the BSS receives the last 
block, it sends a “packet uplink ACK/NACK” message to 
confirm the release of the TBF, and the MS responds with a 
“packet control acknowledgement” message releasing the 
TBF. However, in the case of downlink data transfer, the BSS 
can easily anticipate the end of a TBF. When the BSS sends 
the final data block, it sets a flag indicating the end of the 
TBF. The MS replies with a “packet downlink ACK/NACK” 
message, and releases the TBF. 
 
 

 
Fig. 4: One-phase access procedure and contention resolution. 

 

Fig. 5: Two-phase access procedure and contention resolution. 
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E. Cell Update 
When an MS that is attached to an SGSN, moves between 

coverage areas of BTSs, it performs the cell update. The cell 
update is performed based on the received signal level 
(RXLEV) measurements performed by the MS in the network. 
The MS periodically measures the RXLEV from the BTS in 
the serving cell and in the neighboring cells. Three cell update 
modes have been defined [7]: 
•  NC0: The MS performs autonomous cell reselection and 

does not send RXLEV measurement reports to the net-
work. 

•  NC1: The MS performs autonomous cell reselection and 
periodically sends RXLEV measurement reports to the 
network. 

•  NC2: The network controls the cell reselection, and the 
MS sends the RXLEV measurement reports to the net-
work. 

III. OPNET IMPLEMENTATION 
We developed a simulation model for GPRS using the 

OPNET [12] network simulator. Unlike the two described 
upgrades of the GPRS OPNET contributed model [13], [14], 
the model described in this paper contains explicit imple-
mentation of GPRS-specific protocol layers. The basic GPRS 
model shown in Fig. 6 includes models for MS, BTS, BSC, 
SGSN, GGSN, HLR, and a sink. The sink represents the ex-
ternal PDN, and hence, the data flow in this model is unidi-
rectional. However, the signal flow is bidirectional. Only class 
C MSs in GPRS mode have been modeled, and the MSs in the 
developed model support single slot operation and raw traffic 
generation.  

Even though an MS measures RXLEV from the BTS of its 
serving cell and from the neighboring cells, it only stores the 
information for the six most powerful BTSs [7]. Hence, the 
developed model supports only six BTSs. Each cell has only 
one BTS, and each BTS has a coverage area in the range of 
15–20 km. The GPRS model supports cell update in the NC0 
mode (autonomous). The model supports GPRS Mobility 
Management (GMM) signaling procedures such as Attach, 
Activate, Detach, and Deactivate [3].  

 

 
Fig. 6. An example of an OPNET GPRS model connected to an 
external PDN (sink). 

 
We have implemented the RLC/MAC layer in the MS and 

BTS models of the existing GPRS model. The following fea-

tures are implemented in the RLC/MAC layer: unacknow-
ledged mode of RLC, fixed allocation medium access mode, 
two-phase access procedure, and CS-1 coding scheme. The 
node model for the MS showing the RLC/MAC node and the 
Power_Monitor nodes is shown in Fig. 7. In the node model, 
the first six channels in the receiver are dedicated to receive 
the PBCCH information from the BTS. The uplink frequency 
corresponding to the PBCCH frequency is considered as the 
PRACH frequency, and the MS has a dedicated channel for 
sending packet channel requests. The Power_Monitor node 
receives the PBCCH information from the BTSs and measures 
the power of the received messages, and selects the BTS with 
the highest power level as the serving BTS. 

The RLC/MAC process model for the MS is shown in Fig. 
8. The variables and buffers are initialized in the init state, and 
the process remains in the idle state until it receives a packet 
from either the BTS or the LLC layer. When the RLC layer 
receives a higher layer packet, it segments the packets into 
RLC/MAC blocks and buffers them (pkt_encap). The MS then 
initiates the packet access procedure by sending a “packet 
channel request” message and waits for an uplink assignment 
(pkt_access). In Resource_req  state, when a “packet uplink 
assignment” message is received, the MS sends a “packet 
resource request” message. When the MS receives an uplink 
assignment, it verifies the TLLI included in the message for 
contention resolution. If contention is resolved, the process 
waits until its assigned time in TBF_wait state and then 
commences sending data (send).  When the data block with 
CV equals zero has been sent, the process enters a forced state 
(T3182) and wait for an “uplink Ack” message. When the ack 
is received, the process enters TBF_release and releases the 
resources. 

The node model for BTS is shown in Fig. 9. The 
PBCCH_source sends the PBCCH information to the MSs. 
The RLC/MAC is implemented as a dynamic process. The 
parent process invokes appropriate child process upon receipt 
of packets from the MS or the BSC. The parent and child 
processes are shown in Fig. 10 and Fig. 11, respectively. We 
have implemented single slot operation of MSs only. The BTS 
employs a first-in-first-out (FIFO) mechanism to allocate 
resources to the MSs. 

 
Fig. 7: Node model for MS. 
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Fig. 8: RLC/MAC process model for MS. 

 
 

 
 

Fig. 9: Node model for BTS. 
 

 
Fig. 10: RLC/MAC process for BTS (parent). 

IV. SIMULATION SCENARIOS AND RESULTS 
We simulated two scenarios to verify the implementation of 

RLC/MAC. In the first simulation scenario, we compared the 
end-to-end delay experienced by a packet with and without the 
RLC/MAC protocol. This scenario consists of two MSs and a 

BTS, and the MSs transmit data throughout the 10 minutes of 
simulation time. The end-to-end delay experienced by packets 
originating from MSs, shown in Fig. 14, is higher 
(approximately 10%) in the case of GPRS model with 
RLC/MAC because of the buffering of data and the higher 
number of signaling messages. 

 

 
Fig. 11: RLC/MAC process for BTS (child). 

 
In order to verify the cell update mechanism, we simulated a 

scenario, shown in Fig. 13, where an MS performs the cell 
update. At the beginning of the simulation, the MS, 
mobile_node_1, is in the coverage area of Base_Station_0. As 
the simulation progresses, mobile_node_1 moves into the 
coverage area of Base_Station_1 and performs the cell update. 
The throughput (number of packets correctly received or 
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transmitted at the transceiver) statistics shown in Fig. 14 
verifies that, at the beginning of the simulation, 
mobile_node_1 was transmitting to Base_Station_0 and later 
changed transmission to Base_Station_1. 

 

 
Fig. 12: Comparison of end-to-end delays. 

 

    
Fig. 13: Simulation scenario for cell update. 

 

 
Fig. 14: Throughput at the transmitters and receivers of BTSs and 
MS. 

V. CONCLUSION 
In this paper, we described an OPNET model for GPRS, 

which contains the implementation of various GPRS-specific 
protocols. In addition, the model includes the implementation 
of GMM signaling procedures and the cell update procedure. 
We described the implementation of RLC/MAC layer and 
presented various simulation scenarios and results that validate 
the implementation. The developed model could further be 
enhanced by implementing various resource allocation 
algorithms deployed in the real world.  The performance of the 
developed model could be evaluated by simulating real-life 
scenarios and using genuine traffic traces. 
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Detecting Small Slow-moving Sonar Targets Using
Bottom Reverberation Coherence

Jinyun Ren,Member, IEEE,and John S. Bird,Member, IEEE

Abstract— The detection of small targets that appear suddenly
or are moving slowly in strong bottom reverberation is a
challenging problem for sonar surveillance in shallow water.
Based on a new reverberation model, this paper proposes a target
detection scheme that provides target sub-clutter visibility in the
presence of reverberation. Experimental evidence shows that the
bottom reverberation as seen by a stationary sonar is coherent,
or at least partially coherent from ping to ping. Therefore, the
bottom reverberation from a particular range cell is modeled
as a complex signal composed of a stationary or slowly varying
coherent component, plus a rapidly varying diffuse component.
The coherent component is easily estimated using a recursive
mean estimator and then removed by a simple subtraction so
that the target need only compete with the diffuse component.
Experimental results show a detection gain, as measured by the
coherent-to-diffuse ratio, as high as 30dB.

Index Terms— target detection, bottom reverberation coher-
ence, small slow-moving target, sub-clutter visibility, sonar
surveillance.

I. I NTRODUCTION

A challenging problem for sonar surveillance in shallow
water is the detection of small, slow-moving targets embedded
in strong bottom reverberation. Shallow-water environments in
many regions are filled with rocks and coral, and therefore,
compared with the returns of small targets, the bottom rever-
beration from these regions is much stronger. Conventional
thresholding detection techniques are ineffective because they
require that the target return be large enough to compete with
the bottom reverberation.

Instead of directly detecting targets in strong bottom re-
verberation, most existing techniques suppress bottom rever-
beration before the data enter the detection process. These
techniques are broadly classed as Moving Target Indication
(MTI) [1], [2]. The most common configuration of MTI rejects
undesired reverberation by exploiting the difference of Doppler
frequency shift between the moving target and the bottom [3],
[4].

However, if the target is moving very slowly (i.e., the
Doppler frequency shifts of the target and the bottom are
similar), and if the target is small, (i.e., the bottom reverber-
ation level is much stronger compared with the target return),
Doppler-based MTI techniques are ineffective because the
bottom reverberation easily masks the target return in the
frequency domain. Moreover, most of these Doppler-based
MTI techniques model bottom reverberation as nonstationary,
colored noise, which leads to computationally intensive detec-
tion algorithms due to the complexity of reverberation.

One non-Doppler-based MTI technique models bottom re-
verberation as a sum of echoes issued from the transmit signal

[5]. Instead of the Doppler shift difference, the power differ-
ence between the bottom reverberation and the target return is
employed to estimate and to suppress the reverberation. This
algorithm distinguishes the different power levels by principle
component analysis, and works when the target and the bottom
have a similar Doppler shift. However, this algorithm requires
a prior knowledge of target power, which limits its applications
in practical systems.

We propose a detection scheme that takes advantage of
ping-to-ping bottom reverberation coherence to detect small,
slow-moving targets in strong bottom reverberation.1 Ping-to-
ping bottom reverberation coherence enables us to track the
trajectory of the signals received from a range cell and then to
suppress the reverberation by simply subtracting the estimate
of the reverberation from the current return. A moving target
need only compete with the residues after the subtraction for
detection, and therefore sub-clutter visibility is achieved.

A similar scheme was proposed in radar to detect slow-
moving targets against heavy ground clutter [6]. Experimental
results showed that a significant improvement in detectability
was achieved [7]. This idea was proposed again for a VHF
radar in [8], where it was argued that the detectability of
slow-moving targets embedded in strong clutter was improved
by subtracting the coherent clutter from the received signal.
However, to the best of our knowledge, this scheme has never
been proposed for sonars. Historically, most platforms in sonar
applications are moving, and therefore the data from two pings
do not generally come from the same part of the bottom.
A second reason might be the presence of a surface bounce
multipath, which, if the surface is moving, would decorrelate
the reverberation from one ping to the other and destroy the
ping-to-ping bottom reverberation coherence.

The rest of this paper is organized as follows. In Section
II, we show the trajectories of real bottom reverberation in
the complex plane and provide evidence that the bottom
reverberation is coherent, or at least partially coherent from
ping to ping as seen by a stationary sonar. We then show
how the ping-to-ping bottom reverberation coherence is em-
ployed to enhance target detection. Based on a reverberation
model determined from our experimental data, we present a
detection scheme to obtain sub-clutter visibility in Section III

1Ping-to-ping bottom reverberation coherence in our research implies that
if the same waveform is transmitted many times from a given position, and if
the propagation medium has not changed during these transmissions, except
for noise, the signals received from a particular range cell will be similar from
ping to ping, regardless of the distribution of the scatterers in that range cell.
The similarity amongst the received signals includes both the amplitude and
phase if the received signal is represented by its complex envelope at the base
band.
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that includes the following three key components: a coherent
component estimator, a bottom reverberation suppressor, and
a threshold estimator. In Section IV, we define a detection
gain as measured by the coherent-to-diffuse ratio (CDR) and
present theCDR achieved for a typical range cell. Finally, in
Section V we present the results obtained from experimental
data with a real target present and draw conclusions in Section
VI.

II. B OTTOM REVERBERATION COHERENCE ANDTARGET

DETECTION

A. Coherence Evidence

To establish ping-to-ping bottom reverberation coherence,
we conducted a field experiment in Sasamat Lake in BC on
February 7, 2005. A 210kHz, monostatic sonar was mounted
on the bottom of the lake. Both the transmit and receive
transducer have fan-shaped beams, and the beams were tilted
to ensonify the bottom with the wide side. No multipath was
present under this configuration. One sample of the complex
envelope was collected for each range cell when a ping was
transmitted. Several sets of data were recorded when the water
surface was calm.

We analyzed the behavior of the bottom reverberation from
a data set with 100 pings. The time duration for this data
set was about 130 seconds. Fig.1 illustrates the trajectory of
the 100 consecutive returns from a typical range cell in the
complex plane, where theI andQ axes respectively represent
the inphase and quadrature components of the received signal.
The values on theI and Q axes are the digital numbers
corresponding to signal voltages from a 16-bit A/D converter.
We see that the bottom reverberation from this range cell
follows a slowly moving trajectory. The small drift is possibly
due to the slight movement of the sonar transducer, and/or the
presence of small underwater currents during the collection
of the data. Nevertheless, the bottom reverberation from one
range cell is similar from ping to ping over a short period of
time; in other words, the bottom reverberation from one range
cell as seen by a stationary sonar is coherent from ping to
ping to certain degree.

B. Target Detection

Given the experimental evidence, we assume the following
models for the reverberation and target signals. We have shown
that the bottom reverberation from a particular range cell is
coherent from ping to ping to certain degree, so we model
the bottom reverberation from one range cell as a complex
signal composed of a stationary or slowly varying coherent
component plus a rapidly varying diffuse component. The
coherent component is represented in the phase diagram by
an offset from the origin of the complex plane, while the
diffuse component is represented as a circular contour, as
illustrated in Fig.2(a). The target is assumed to be circularly
symmetric Gaussian, and the presence of a target increases
only the contour size of the diffuse component, as shown in
Fig.2(b).

Conventional thresholding detection techniques estimate the
total reverberation power and establish a threshold based
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on that estimate. The threshold must be large enough to
encompass the entire coherent component no matter how small
the diffuse component is, as illustrated in Fig.2(c). To declare a
target present, the received signal must be outside the threshold
contour. However, if we know the coherent component for the
range cell, we can set up a threshold contour that is larger
than only the diffuse component contour. The threshold is
circularly symmetric around the origin of the complex plane if
we can remove the coherent component, as shown in Fig.2(d).
In other words, if we suppress the bottom reverberation by
taking advantage of its ping-to-ping coherence, a moving
target need only compete with the diffuse component of
the reverberation for detection; hence sub-clutter visibility is
achieved. A detailed design of a detection scheme to obtain
sub-clutter visibility is presented in next section.

III. D ESIGN OF ADETECTION SCHEME FORSUB-CLUTTER

V ISIBILITY

In order to design the detection scheme for sub-clutter
visibility, we need to estimate both the inphase and quadrature
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components of the coherent component, the magnitude of the
diffuse component, and the threshold. In this section, we first
present the design of three key parts of the scheme: a coherent
component estimator, a bottom reverberation suppressor, and
a threshold estimator. We then present an implementation of
the proposed detection scheme and analyze its performance.

A. Coherent Component Estimator

For a range cell,n, the bottom reverberation is modeled as

yp(n) = cp(n) + dp(n), (1)

wherep is the ping index,n is the range cell index,y is the
received signal,c is the coherent component, or the predictable
part of received signals, andd is the diffuse component, or
the unpredictable disturbance or noise. Note that the coherent
component is a complex number that can be either constant or
slowly varying but predictable, while the diffuse component
is a complex random variable that is circularly symmetric
Gaussian with varianceσ2

d.
A simple recursive mean estimator is adopted to estimate

the coherent component for each range cell and is given by

ĉp(n) = (1− µ)ĉp−1(n) + µyp(n), (2)

whereĉp is the estimate ofc when thepth sample is received,
andµ is the estimator parameter over the range(0, 1) and is
used to tune the estimator to suit the drift rate of the coherent
component. The higher the drift rate, the smallerµ should
be. For our data a value forµ of 0.5 produced good results.
The implementation of the coherent component estimator is
depicted in Fig.3, wherez−1 represents one sample time delay.

B. Bottom Reverberation Suppressor

The strong bottom reverberation is suppressed by subtract-
ing the estimate,̂cp, from the received signal atpth ping, as
shown in Fig.3. The residue is given by

ep(n) = yp(n)− ĉp(n), (3)

where yp(n) − ĉp(n) is known as the bottom reverberation
suppressor. When the estimator parameter,µ, is adjusted to
suit the drift rate of the coherent component, the residue is re-
duced to be nearly the diffuse component,dp(n), alone. Fig.4
illustrates the result after the bottom reverberation suppressor
is applied to the data set shown in Fig.1, whereµ = 0.5.
Notice that the residues are around the origin in the complex
plane, which means most of the bottom reverberation power
is removed.
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C. Threshold Estimator

For a constant false alarm rate (CFAR) detection scheme,
when the signals entering the detection process are assumed
to be circularly symmetric Gaussian, the threshold is given by

T =
√
−σ2

n ln(PF ), (4)

where σ2
n is the signal variance, andPF is the false alarm

probability required by the system. GivenPF , the threshold
estimator is equivalent to a variance estimator.

The signal variance can be estimated either by taking the
average of several consecutive samples or through adaptively
updating the output with the latest received sample. Using the
latter approach, we employ a recursive method to estimate the
variance estimator given by

σ̂2
p(n) = (1− λ)σ̂2

p−1(n) + λ|ep(n)|2, (5)

where σ̂2
p is the estimated variance whenpth sample is

received,|ep(n)| is the magnitude of the residue,ep(n), and
λ is the estimator parameter ranging from0 to 1, exclusively.
Fig.5 illustrates the implementation of the variance estimator.
Given each estimated variance, the threshold is obtained by
using (4).

The threshold estimator updates its output with each re-
ceived sample. The threshold for one range cell varies slightly
when the target is absent. However, the threshold gradually
adapts to a larger value when the target is present because the
presence of the target increases the variance of the returned
signals; on the other hand, the threshold gradually decreases
when the target moves out of this range cell or becomes
stationary and is part of coherent component.
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D. Detection Scheme for Sub-clutter Visibility

The detection scheme first suppresses the coherent compo-
nent of the bottom reverberation and then compares the residue
magnitude with latest threshold estimate. The detection result
for a range cell is declared to be positive if the magnitude of its
residue is greater than the threshold; otherwise, the detection
result is declared to be negative. However, the detection deci-
sion from one range cell is not enough to determine whether
a positive decision is due to: a false alarm; the presence of a
target; or a change in the environment.

The detection scheme requires the decisions from consecu-
tive range cells or consecutive pings to come to a conclusion.
Some possible detection patterns are illustrated in Fig.6, where
each circle represents the detection result for a range cell given
one ping. A empty circle and a filled circle represent a nega-
tive decision and a positive decision, respectively. If positive
decisions are scattered, we declare that they are only false
alarms, as illustrated in Fig.6(a). If positive decisions appear
for consecutive range cells, we declare that a target might
be present, as in Fig.6(b). Meanwhile, if the the consecutive
positive decision pattern keeps occurring for several pings and
for different sets of range cells, we declare that the target is
moving, as illustrated in Fig.6(c); however, if the consecutive
positive decision pattern appears for several pings and then
disappears, as illustrated in Fig.6(d), we might declare that
the environment has changed (e.g., a rock is dropped into the
water and settles on the bottom).

The schematic diagram for this detection scheme is de-
picted in Fig.7. Compared with the conventional thresholding
detection technique, our detection scheme adds a coherent
component estimator and a bottom reverberation suppressor

for each range cell at the front end of the detection process.
The two added parts are the key for our detection scheme to
achieve sub-clutter visibility.

E. Performance of the Proposed Detection Scheme

The performance of the proposed detection scheme depends
on how well the coherent component estimator tracks the bot-
tom reverberation drift. Let us now analyze how the estimator
given by (2) changes the power of its input,yp(n). Note here
p represents the ping index, andn represents the range cell
index.n is suppressed for convenience in this subsection since
we deal with the returns from only one range cell.

We know from (1) that the received signal,yp, consists
of the coherent component,cp, and the diffuse component,
dp. Provided that onlycp is present, the coherent component
estimator output, denoted byco, is

co
p = (1− µ)co

p−1 + µcp. (6)

Note that the more closelyµ suits the drift rate ofcp, the better
co
p representscp. Similarly, provided that onlydp is present,

the coherent component estimator output, denoted bydo, is

do
p = (1− µ)do

p−1 + µdp. (7)

Note thatĉp is the output of the coherent component esti-
mator when its input contains bothcp anddp. Therefore, the
output of the bottom reverberation suppressor is represented
by

ep = yp − ĉp = cp − co
p + dp − do

p. (8)

Evaluating the power ofep, we have

σ2
ep

= E
{
epe

∗
p

}

= |ce
p|2 + σ2

d + σ2
do , (9)

whereE{•} represents the expectation operation,∗ represents
the conjugate operation,|ce

p|2 is the power of the differ-
ence between the true and the estimated coherent component
(i.e.,cp−co

p), σ2
d is the variance of the diffuse component (i.e.,

dp), andσ2
do is the variance ofdo, which is defined by

σ2
do = E

{
do

pd
o∗
p

}

= (1− µ)2σ2
do + µ2σ2

d, (10)

or equivalently,
σ2

do =
µ

2− µ
σ2

d. (11)

Notice from (9) that the output noise power of the bottom
reverberation suppressor consists of three parts: the signal
error |ce|2 due to the estimation inaccuracy for the coherent
component, the diffuse component powerσ2

d, and the noise
powerσ2

do from the diffuse component due to the introduction
of the coherent component estimator. Amongst these three
noise sources,σ2

d cannot be changed, but|ce|2 and σ2
do can

be varied by adjusting the estimator parameter,µ, between0
and1.

According to (11), the smallerµ is, the smaller the noise
introduced by the coherent component estimator. However,
to minimize |ce|2, we should adjustµ to suit the bottom
reverberation drift rate. Therefore, a rule of thumb for selecting
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µ is to make it as small as possible provided that it can track
the bottom reverberation trajectory. The output noise power is
around1.33σ2

d plus resulting|ce|2 when µ = 0.5 is applied
to our experimental data. If the reduction in power due to
the suppression scheme is much larger than the output noise
power, the detection scheme achieves a high detection gain.

IV. D ETECTION GAIN

The performance of a detection algorithm in sonar is gen-
erally evaluated by the required signal-to-noise ratio (SNR) to
achieve a given probability of detection,PD, for an assumed
probability of false alarm,PF . The detection gain in our
research is calculated as the SNR penalty of the conventional
thresholding detection technique over our proposed detection
scheme. [9] proved that for large SNR, the SNR penalty is

SNRG =
T 2

c

T 2
n

, (12)

where Tc and Tn are the thresholds for the conventional
thresholding detection technique and our proposed detection
scheme, respectively. The thresholds are obtained by replacing
σ2

n in (4) with |c|2 + σ2
d for the conventional thresholding

detection technique, and withσ2
d for the proposed detection

scheme. Here|c|2 and σ2
d are the power of the coherent

component and the variance of the diffuse component of the
received signals, respectively.

Therefore, the detection gain achieved by our proposed
detection scheme is approximately equal to

SNRG =
|c|2 + σ2

d

σ2
d

= cdr + 1, (13)

with cdr defined by

cdr =
|c|2
σ2

d

. (14)

Notice thatcdr is an equivalent gain in signal-to-noise ratio.
The larger thecdr, the smaller the target’s SNR needs to be to
achieve a given detection probability. We usecdr, or CDR =
10 log(cdr), as the detection gain measure for our proposed
detection scheme.

Fig.8 illustrates the estimatedCDR using 100 returns from
the range cell shown in Fig.1. The number of consecutive
returns in each group for calculatingCDR is 5. Clearly, even
though theCDR, or the detection gain, for one range cell
changes with time, it is around 30dB for this typical range cell
and sometimes achieves a maximum value of 38dB. Therefore,
we conclude that the knowledge of the coherent component
of bottom reverberation can be used to enhance the detection
of targets buried in strong bottom reverberation.

V. EXPERIMENTAL RESULTS

An experiment was conducted under the configuration de-
scribed in Section II-A, except that a small Remotely Operated
Vehicle (ROV) was moved in and out of the sonar beam.
Fig.9 illustrates the returns from a typical range cell with the
ROV present over the period of the last10 pings. The returns
with the target present are represented by diamonds while the
returns without the target present are represented by stars.Tc
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Fig. 8. CDR (detection gain) for a typical range cell

(dashed circle) andTn (solid-line circle) are the thresholds
established based on the conventional thresholding detection
technique and our proposed detection scheme, respectively.
Both Tc and Tn are obtained using Fig.5 with givenPF of
10−4 and λ of 0.1. For comparison, we displayTn with a
displacement determined by the averaged coherent component
of these returns without the target present.

The signal, when the target is present, is a complex sum
of the bottom reverberation and the target return. Therefore,
these returns with the target present still contain a significant
coherent component even though they appear clustered around
the origin in the complex plane. Comparing Fig.9 with Fig.2,
we conclude that the experimental data match our models
for the bottom reverberation and for the target. Note that the
PF determined byTc is actually less than10−4 because the
returns are not circularly symmetric Gaussian as a result of
the coherent component, and therefore (4) does not apply.
We also observe that the target returns are outsideTn but
inside Tc, which means our detection scheme is effective in
detecting the small ROV in strong bottom reverberation while
the conventional thresholding detection technique is not.

VI. CONCLUSIONS ANDFUTURE WORK

This paper shows the trajectories of real bottom reverbera-
tion in the complex plane and presents a detection scheme
that takes advantage of bottom reverberation coherence to
achieve sub-clutter visibility. This paper also demonstrates
experimental detection results with a small target present and
discusses the detection gain achieved.

However, the results shown in this paper are based on the
data obtained by a stationary sonar in a calm environment.
Next, we need to study how the ping-to-ping bottom rever-
beration coherence is degraded by possible transducer motion,
environment variations, and multipath interference; and how to
achieve a degree of coherence that is close to the one achieved
in the calm environment when these disturbances are present.

In conclusion, This paper shows that the proposed detection
scheme for sub-clutter visibility is effective in detecting small,
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slow-moving sonar targets. This scheme can be integrated into
many applications, one of which is the detection of potential
threats such as divers. The detection gain is high compared
with the conventional thresholding detection technique if the
bottom reverberation contains a significant coherent compo-
nent.
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Abstract— Suturing simulations, of which real time knot-tying
is the most challenge part, are essential to today’s surgical
training systems. In this project, we present a new approach to
simulate deformable linear objects (DLOs), with visual and force
feedback, by introducing six force components: environmental
forces, linear spring force, linear damper, torsional spring,
torsional damper, and swivel damper. In our physics-based
rope model, which covers the mechanical properties of a real
thread such as stretching, compressing, bending, and twisting,
we simulate not only external forces, but also internal forces.
We developed a simulator to allow users to grasp and smoothly
manipulate a virtual rope, and to tie an arbitrary knot. With the
assistance of haptic devices, our simulator provide visual and
force feedback, and makes our surgical training system more
realistic.

Index Terms— deformable linear objects (DLOs), knot-tying,
collision detection, surgical training system, haptic device, force
feedback, bounding-volume hierarchy(BHV).

I. INTRODUCTION

LAPAROSCOPICsurgery (minimally invasive surgery)
makes surgery less traumatic to the patient than is to

open surgery. However, the requirements for surgical skills are
greatly increased. While performing an operation, surgeons
cannot rely on traditional eye-hand coordination because they
see a 2D image on screens rather than directly seeing the
real operating site. In addition, camera views of the operating
site can be unusual and unnatural compared to open surgery,
which makes the operation even more demanding and difficult
to master.

Surgical training is traditionally performed in a master-
and-apprentice style, which requires skilled surgeons to
spend much time training novice surgeon. The novice
surgeon in training watches an expert surgeon performing
an operation on real patients, and after sufficient experience,
the trainee then perform operations under expert guidance.
The models used in traditional training are usually plastic
models, animals, and cadavers etc, which either can only
demonstrate a limited range of anatomy, cannot reflect the
mechanical properties of living tissue, or may not reflect
human anatomy. Computer-based surgical simulations, using
computers and electromechanical user interface devices, open
new possibilities in surgical training, offering many benefits
compared to traditional training methods.

Knot-tying simulation, which is a key component of
suturing in surgical training systems raises unique and
difficult issues for computer-based simulations because of

the suture’s deformability, difficulty of collision detection
and management, and the demanding requirements of force
feedback output. In this project, we developed a simulator in
our surgical training environment to allow users to tie any
kind of knot.

II. PREVIOUS WORK

A few researchers have made some contributions to
the simulation of deformable linear objects (DLOs). Most
of these previous models can be put into two categories:
physics-based models as in [1], [2] and geometry-based
models [3], [4], [5]. Physics-based models are often more
accurate, but they may shift continuously until the forces in
the system reach an equilibrium, which makes them difficult
to manipulate; and the computation is also more complicated
generally consuming too much CPU time. Geometric models
are slightly less accurate because they do not model internal
forces, only displacements, but creating a knot planner is
easier for them. In a surgical training system, because our
purpose is to enable users to feel force feedback to make it
more realistic, we need to calculate both external and internal
forces to determine the force output; thus geometric models
are obviously inappropriate.

In [2], [6] and [7], researchers have medelled the strands
based on the Cosserat theory of elastic rods, but none provide
details about how to integrate these models into surgical
training systems, how to undertake knot tying, and how to
integrate these with haptic devices.

A physics-based model of a rope is represented in [1]
by overlapping spheres representing mass-points, which are
connected by simple springs. Each mass-point can collide
with other mass points as in the instantaneous elastic collision
model, but the author only considers the linear spring force
and does not allow users to tie a knot. In [8], [9], [10],
more force components are taken into consideration, but the
authors did not provide any details for knot-tying, and the all
the models they used demonstrate instability.

Building our suture model in a similar manner to [10], we
provide a user-interface to enable users tie an arbitrary knot.
Our collision detection and management methods can help
the knot remain stable.



2

III. MODEL DESCRIPTION

Based on the finite element method (FEM), our model is a
mass-spring system which consist of a spline of linear springs
with mass points at the end points of the springs (see Fig. 1).

Fig. 1. Suture Model

We define our surgical suture model as a fixed set, S, of
Pi (i = 0, 1, 2, ......n) in 3D space, connected by cylinder
segments. From the simulation function’s point of view, these
cylinders do not exist and the whole computation is based on
the position of these mass point, Pi, and their distance to the
next and previous point.

IV. FORCE COMPUTATION

To calculate the shape of our rope, we compute the total
force acting at each point, Pi, and update its position based
on the computed force. Once the total force at each of the
nodes has been calculated, the following equations are use to
find the next position of each node. Let us define:

dt = seconds between time i and i + 1
Fi = total force on the mass point at time i

M = Mass of the mass point
Vi = mass point’s velocity at time i

Pi = the position of mass point at time i
Then,

Vi+1 = Vi +
Fi

M
dt, (1)

Pi+1 = Pi + Vi+1dt, (2)

The springs and dampers each contribute some force to Fi.
The various different springs and dampers all behave differ-
ently and we calculate their force contributions using their
own particular equations. We computed six force components
(internal forces and external forces) to identify the positions
of our suture model. Each spring and damper is described as
follows:

A. Environmental forces

Environmental forces include contact forces with the grip-
pers or obstacles as well as the gravitational force:

Fg = G ∗m, (3)

where G = 9.8N/kg, and m is the mass of the mass point.

B. Linear spring force

The linear spring force is computed by comparing the
current distance, Li, between point, Pi and Pi+1, with the
rest length between point, Pi and Pi+1, and by projecting the
resulting difference on the direction from point Pi to Pi+1.

Li = ||Pi+1 − Pi||, (4)

∆L =
Li − Lr

Lr
, (5)

where, Lr, is the rest length between point ,Pi and Pi+1,(see
Fig. 2).

Fig. 2. Linear Spring

Let Ei be the unit vector whose direction is from point, Pi

to Pi+1, then,

Ei =
Pi+1 − Pi

||Pi+1 − Pi|| , (6)

Then,
F = K ∗∆L ∗ Ei, (7)

where K is the linear spring constant.

C. Linear damper (linear friction)

Other forces try to stop the spring as it moves: the friction of
air resists the movement, and the internal friction between the
mass points of the spring and an external damper also resist the
movement. All of these can be combined into a constant called
the damping factor, B. This force also opposes the direction
of movement and is proportional to the velocity of the moving
mass. Notice that when the system is at rest (V=0), no damping
force is involved.

F = B ∗ (vi+1 − vi) ∗ Ei, (8)
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where B is the linear damper constant. Ei is the unit vector
where the direction is from point, Pi to Pi+1. Ei can be
calculated as follows:

Ei =
Pi+1 − Pi

||Pi+1 − Pi|| , (9)

vi+1 and vi in 2.8 are the components of the velocity of
point Pi+1 and Pi on the direction Ei. They can be calculate
as follows:

vi+1 = Vi+1 · Ei, (10)

vi = Vi · Ei. (11)

D. Torsional spring
The torsional spring is derived from the angle, α, between

two connected segments of the rope. The basic idea is to
model each two connected segments as a triangle with a
spring as the hypothesis pushing the end points to the full
expanded position. The length of the two connected segments
remain unchanged. Only the force component orthogonal to
the segments is used for the end points (See Fig. 3).

Fig. 3. Torsional Spring

The force can be computed as follows:
Let Eb and Ea be the unit vectors with directions from point,
Pi to Pi−1, and from, Pi to Pi+1, respectively. Then,

Ea =
Pi+1 − Pi

||Pi+1 − Pi|| , (12)

Eb =
Pi−1 − Pi

||Pi−1 − Pi|| , (13)

Let Tb and Ta be the unit vectors with directions the
same as the force applied at the two endpoints and therefore,
orthogonal to Eb and Ea respectively. Then,

Ta = Ea × (Ea × Eb), (14)

Tb = Eb × (Eb × Ea), (15)

We can derive α from:

α = π − arccos(Ea · Eb), (16)

Then,

Fi−1 = Kt ∗ α

π ∗ ||Pi−1 − Pi|| ∗ Tb, (17)

Fi+1 = Kt ∗ α

π ∗ ||Pi+1 − Pi|| ∗ Ta, (18)

Fi = −(Fi−1 + Fi+1). (19)

E. Torsional damper

The torsional damper works against the torsional spring
to prevent any harmonic motion from accumulating. Similar
to the linear damper, it also models the internal friction that
resists bending in regular objects.

Let, vi−1, vib, be the velocity components of, Vi−1, and,
Vi, on the direction of, Tb, and let, vi+1, via, be the velocity
components of, Vi+1, and, Vi, on the direction of, Ta,

vi−1 = Vi−1 · Tb, (20)

vib = Vi · Tb, (21)

vi+1 = Vi+1 · Ta, (22)

via = Vi · Ta, (23)

Then, the torsional damper on the point, Pi−1, can be
computed by:

Fi−1 = Bt ∗ (
(vi−1 − vi)
||Pi−1 − Pi|| +

(vi+1 − vi)
||Pi+1 − Pi|| ) ∗

Tb

||Pi−1 − Pi|| ,
(24)

Fi+1 = Bt ∗ (
(vi−1 − vi)
||Pi−1 − Pi|| +

(vi+1 − vi)
||Pi+1 − Pi|| ) ∗

Ta

||Pi+1 − Pi|| ,
(25)

Fi = −(Fi−1 + Fi+1). (26)

F. Swivel damper

Node, Pi−1, has a velocity relative to the center node,
Pi. So far, two components of that relative velocity have
been dampened; however, there still remains a component
perpendicular to those two. It isn’t shown on the picture below
because this component comes straight in/out of the page.
Without the dampening node, Pi−1 could indefinitely orbit
the line formed by extending the edge connecting node, Pi+1

and node, Pi (See Fig. 4).

Fig. 4. Swivel Damper

Let Sa and Sb be the unit vectors whose directions are the
swivel damper of point, Pi−1 and Pi+1,

Sa = Ea × Ta, (27)

Sb = Eb × Tb, (28)

Fi−1 = Bs ∗ (Vi−1 − Vi) · Sb

||Pi−1 − Pi|| ∗ Sb, (29)
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Fi+1 = Bs ∗ (Vi+1 − Vi) · Sa

||Pi+1 − Pi|| ∗ Sa, (30)

Fi = −(Fi−1 + Fi+1), (31)

V. HAPTIC FORCE OUTPUT

When users grab a mass point, we set it’s velocity and
acceleration the same as the endpoint of Omni, which we can
obtain from calling Phantom APIs (see Fig. 5).

Fig. 5. Haptic Force Output

If the mass of the mass point is m, then

Fsum = m ∗ a, (32)

where a is the acceleration. As we know:

Fsum = Finternal + G + Fexternal, (33)

where, G, is gradational force, then we can derive the user
input force:

Fexternal = Fsum − (Finternal + G). (34)

Reverse the direction of Fexternal, output it through Phan-
tom Omni, we can enable users feel right force feedback.

VI. COLLISION DETECTION AND MANAGEMENT

A. Collision Detection

First, we build a bounding-volume hierarchy (BVH) from
the bottom up representing the shape of the rope at successive
levels of detail (see Fig. 6).

Fig. 6. Bounding-Volume Hierarchy

We bound each rope node by its minimal enclosing sphere.
The spheres thus obtained are installed as the leaves of the
BVH, in the same order as the nodes along the rope. Then,
we bound pairs of successive spheres by new spheres to form
each next level of the hierarchy. Hence, the resulting BVH
is a balanced binary tree. Each intermediate sphere bounds
tightly its two children, So it also encloses all the leaf spheres
below it. The root sphere encloses the entire rope and all the
other spheres.

To find the self-collisions of the rope, we explore two
copies of the BVH from the top down. Whenever two BVHs
(one from each copy) are found to not overlap, we know that
they cannot contain colliding segments, and hence, we do not
explore their contents. When two leaf spheres overlap, the
distance between the two centers of the nodes is computed. If
it is less than the node diameter, 2R, then the two segments
are reported to collide. However, no node is ever considered
to be in collision with itself or its immediate neighbors along
the rope chain.

To find the collisions between the rope and grippers, we
consider the gripper as line segments with a given radius,
and check if the BHV of the rope has any overlap with the
segments.

The topology of the BVH is computed once before any
simulation and then remains fixed. During simulation, only
the positions of the bounding spheres and the positions and
radii of the higher level spheres are re-computed at each cycle,
and this computation is done from the bottom up, so that no
sphere is updated more than once.

B. Collision Detection Management

Because we set a threshold for the spring, the maximum
length of each segment can not be more than Lr +Ks, where
ks = 1/2 ∗ Lr; therefore, the rope will never pass through
itself.

When two control points collide, they affect each other’s
trajectories, disrupting the momentum of the system and
changing the boundary conditions. The points must not pass
through each other. In order to simulate the momentum loss
during collision, a constant factor, c, was introduced, such that:

||Vafter|| = c ∗ ||Vbefore||. (35)

Our algorithm also ensures that the control points’ new
velocities repel them from each other (See Fig. 7)

When two nodes are detected to be at a distance, d < 2R,
from each other, then an equal (but opposite) displacement
vector is applied to each node. This displacement is just long
enough to romove the segments from collision, with a slight
”safety margin” to allow for a sliding motion discussed below.
Hence, each node is shifted away by, R−d/2+ε/2. Since the
colliding nodes have been pushed slightly out of contact, they
will not be in collision during the following cycle, allowing
the rope to slide along itself. After this new motion step, a
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Fig. 7. Collision Detection

new collision between the two nodes may, or may not, happen
again (See Fig 8).

Fig. 8. Overlapping Management

VII. EXPERIMENTS AND RESULTS

We build five different models with different component
forces which we have discussed in section II. Comparing the
results from these different models, we can obtain the most
realistic model.

A. Model 1

This model contains only a linear spring and a linear
damper. It is the fastest model to calculate, but the least
realistic. The edges between the nodes can bend effortlessly to
any angle, whereas on a real thread the internal forces would
work against the thread making sharp bends (see Fig. 9).

B. Model 2

This model is almost the same as the model one, but also
contains a torsional spring which adds a lot more realism, but
is also a lot more computationally intensive. It uses an ’acos’
function and creates some harmonic wave motion in the thread,
making it look more like an elastic band (see Fig. 10).

C. Model 3

Compared to model 2, model 3 has been added a torsional
damper. This damper stops the harmonic motion present in
model 2, but there still remained one obvious problem: if you
move the top of the rope in a small circle, the rope will start
to ’orbit’ around, and will never stop (see Fig. 11).

Fig. 9. Model 1

D. Model 4

Model 4 includes a swivel damper to fix the problem of
perpetual orbiting. The result is a thread that looks more like
a real thread and less like an elastic band, or a chain of masses
tied together with springs (see Fig. 12).

E. Model 5

This model has all the components of model 4. The only
difference is that the linear spring’s force is based quadratically
on the difference between its current length and rest length,
instead on linearly, as it normally is. This made the thread
appear a lot less stretchy, which is more realistic since real
threads stretch very little (see Fig. 13).

VIII. CONCLUSION AND FUTURE WORK

We presented a fast and simple approach to compute 3D
DLO simulations. The key component of our model involves
the computations of all six force components. While our
simulation cannot produce physically exact shapes and forces,
the simulated forces are realistic enough to drive a haptic
feedback device like ”Phantom-Omni” from Sensable Inc.

One remaining problem is that, to make sutures more
realistic, we must add more segments and more mass
points to the model, which may cause the program run
more slowly (the more mass points the model has, the
more time we need to complete dynamics computation and
collision detection). Therefore, we cannot guarantee the haptic
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Fig. 10. Model 2

Fig. 11. Model 3

Fig. 12. Model 4

Fig. 13. Model 5
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rendering rate to be at least 1000Hz. Users may feel the force
output less smoothly, as if the haptic devices might be kicking.

To solve the problem mentioned above, we may introduce
level set methods to the modeling and undertake some
optimization of dynamic computation and collision detection
methods.
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ABSTRACT
The fundamentals of multidimensional filter(MD) bank theory
is introduced and the perfect reconstruction condition of MD
filter banks is discussed. Some methods which simplify the
design of 2D filter banks, such as by using the cayley trans-
form [1], are discussed in this parper. Two channel 2D filter
banks with directional vanishing moments are discussed in
more detail. The simulation result for the method is illustrated.
The result shows the compression efficiency can be improve
by applying the proper designed filter bank.

Index Terms— multiple dimensional, filter banks, directional
vanishing moments

I. I NTRODUCTION

T HE filter bank theory is widely applied in the image
coding and compression. According to the dimension of

the filters which are used to construct the filter bank, the
filter bank can be divided into two different groups: one-
dimensional (1D) filter banks, and multi-dimensional filter
banks. The 1D filter banks are the most widely used filter
banks, because the 1D filters are simple and flexible, and they
can be easily extended to 2D images by applying them to
rows and columns separately. Therefore, the complexity of
encoding can be dramatically reduced by using 1D filters.
However, with improvements to the hardware, image compres-
sion systems can afford more complexity. The efficiency of
the coding system is receiving increasing attention. Differing
from the 1D filter, which can only capture the horizontal or
vertical geometric characters in the image, 2D filter banks can
capture the geometric characters of the image in any direction.
Therefore, by using the 2D filter banks, the coding efficiency
of the system is higher than that of 1D filter banks system.

Nonseparable filter banks can capture geometric structures
in MD data and offer more freedom and better frequency
selectivity than traditional separable filter banks constructed
from 1D filter banks. The MD filter banks gain more attention.
Because traditional design methods for one-dimensional filter
banks can not be extended directly to higher dimension and a
multidimensional factorization theorem is lacking, designing
a nonseparable MD filter banks is difficult. some methods
which simplify the design of 2D filter banks, such as by
using the cayley transform [2] are in this paper. Among
those methods, two channel 2D filter banks with directional
vanishing moments[3][4] are discussed in more detail. Such
filter banks can capture the edge along the desired direction in
the image. One design example is shown, and the performance
of this filter is also shown.

In Section II, we introduce the fundamentals of Multidimen-
sional Multirate systems. In Section III, we discuss the meth-
ods used to design multidimensional filter banks. In Section
IV, directional vanishing moments filter banks are discussed in
detail. in Section V, A design example and simulation result
are shown. The paper is summarized in Section VI.

II. FUNDAMENTALS OF MULTIDIMENSIONAL MULTIRATE

SYSTEMS[5]

A. Z Transform in MD

In the D-dimensional case, the signal is denoted asx(n),
where the time index,n, is a column vector

n = [n1, n2, . . . , nD−1]T . (1)

Thus,x(n) is a function of D integer variablesnk, 0 ≤ k ≤
D − 1. The Z transform is defined analogous to the 1D case.
The Z transform is defined by

X(z) =
∑

n∈N
x(n)z−n0

0 z−n1
1 . . . z

−nD−1
D−1 . (2)

Here,z denotes the vector

z = [z1, z2, . . . , zD−1]T . (3)

Let

zk = ejωk , 0 ≤ k ≤ .D − 1. (4)

The z-transform reduces to the Fourier transformX(ω). In-
troducing the notation

Z(n) = z−n0
0 z−n1

1 . . . z
−nD−1
D−1 . (5)

The z-transform becomes

X(z) =
∑

n∈N
x(n)Z(−n). (6)

Now, we can write the multidimensional z-transform in a
manner which resembles the 1D z-transform.

The key properties of Fourier and z-transform in 1D, still
satisfy the multidimensional case.

Linearity

a1x1(n) + a2x2(n) ⇐⇒ a1X1(z) + a2X2(z). (7)

Shifting

y(n) = x(n− k) ⇐⇒ Z(−k)X(z). (8)

Convolution theorem
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y(n) =
∑

m∈N
h(m)x(n−m) ⇐⇒ Y (z) = H(z)X(z). (9)

From equation (9), we know the multidimensional filter has
the form of

H(z) =
∑

n∈N
h(n)Z(−n). (10)

We can divide the multidimensional filters into two groups:
separable filters and non-separable filters. A multidimensional
filter is said to be separable if

H(ω) = H0(ejω0)H1(ejω1) . . .HD−1(ejωD−1). (11)

In this case, the transform function is the product of D one-
dimensional transform function. We can apply the multidi-
mensional filter by applying D times the i-th 1D filter along
i-th dimension. For instance, in the two dimension case, we
apply the row transform and then apply column transform to
the image. The separable filters can be easily designed from
1D filters. If the filter can’t be written as the product of 1D
transform filters, this filter is said to be a non-separable. The
design of the non-separable filters has more freedom than the
design of separable filter. The support region of the frequency
response of the non-separable filters can be an arbitrary shape,
which is cubic in the separable filters. The non-separable filters
have more desirable properties. Most of our filter bank design
discussed later in this paper are all non-separable filters.

Multidimensional filters also have the linear phase property.
A multidimensional filter is said to be linear phase if

H(ω) = ce−jkT ωHR(ω), (12)

wherek is a real constant vector,HR(ω) is a real function,
and c is a constant.

B. Downsampling and Upsampling in Multidimensional Sig-
nal

1) Downsampling: The sampling parameter for multidi-
mensional signals is a matrix called sampling matrix, similar
to the 1D sample rate. For sampling of one dimensional
signals, the coordinates of the sampled points are the integer
times of the sampling rate. But for the sampling of the
multidimensional signal, the sampled points are located on
the lattices of the sampling matrix. The coordinates of the
points on the lattice are the integer linear combinations of
the column vector of the sampling matrix. We can write the
sampling signal as

y(n) = x(Mn). (13)

The set of the vectors,Mn, is the lattice generated byM,
denoted asLAT(M). Fig.1 shows the lattice generated by
the sampling matrix

V =
[

1 −1
1 2

]
.

But in multidimensional signal sample, the basic lattice
matrix is not unique. TheV is a sampling matrix which

Fig. 1. The set of sample points (LAT(V)) generated by sampling matrix
V

generates the latticeLAT(V), and U = VE. If E is a
unimodular integer matrix, U can also generate the lattice
LAT(V). The integer matrix E is said to be unimodular if
[detE] = ±1. Therefor the inverseE−1 is also a integer
matrix. Two sampled 2D images are shown in Fig.2. The two
sampling matrix is equivalent to each other by the unimodular
matrix, E. As we can see from Fig.2, the two sampled
image are the same, but only the coordinates of the points
in the images are different. Therefore, any image sampled by
equivalent sampling matrices generates the same image, but
those sampled images are reordered.

For a sampling matrixV, we sketch all the basis vector
vk (columns ofV) in a D-dimensional coordinate space, as
demonstrated in Fig.3. We can complete a parallelepiped with
these vecotors as edges as shown. It is called fundamental
parallelepiped, denoted asFDP(V) of sampling matrixV.
We can also define the fundamental parallelepiped as

FPD(V) = set of all pointsVx with x ∈ [0, 1)D. (14)

Fig. 2. Sampling in 2D and unimodular matrix
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Fig. 3. The fundamental parallelepipedFPD(V)

The FPD(V) contains a finite number of integer vectors.
We denote the set of integer vectors as

N (V) = set of integer vectors inFPD(V). (15)

The number of vectors in the setJ(V) is given by

J(V) = |detV|. (16)

The sampling retains only one sample point in the
FPD(V). After sampling, the number of points in sampled
signal reduces to1/J(V) number of points in the original
signal. TheJ(V) is said to be the density of the sampling
matrix V or the sampling ratio.

For one dimensional sampling, the frequency response is
extended by the sampling ratio M times, and then shifted by
2kπ/M, k = 0, ..M − 1. The frequency response of the sam-
pled signal is the the summation of all the shifted frequency
response. The frequency response of the 2D sampled signal
is analogous to the 1D case. The frequency response can be
written as

Y (ω) =
1

J(V)

∑

k∈N (VT )

X(V−T (ω − eπk)). (17)

In equation(17), the number of terms in the summation is
equal toJ(V) . The termX(V−T ω) is the stretched version.
The other terms in whichk 6= 0 are the shifted versions
which can generate the alias effect. But the stretching in the
multidimensional signal is not as even as the 1D case, because
the stretched extent in a direction is depend on sampling
matrix. Further, the shifts are vector shifts and not along the
dimension axis.

2) Upsampling:Upsampling in multidimensional signal is
simply the inverse process of down sampling. In stead of
taking out the points on the lattice of sampling matrix in
down sampling case, we put the signal onto the lattice of
the sampling matrix, leave the rest of points to be zero. This
process can be written as

y(n) =
{

x(V−1n), if n ∈ LAT(V)
0, otherwise

(18)

Fig.4 shows the upsampling example of a 2D image.
The frequency response of the upsampled signal is

Fig. 4. Upsampling example in 2D image

Y (ω) = X(VT ω), (19)

or in the z-transform

Y (z) = X(zV), (20)

where thezV is

zV = [zv
0 , zv

1 , . . . zv
D−1]T . (21)

The column vectors ofV are denoted byvi, and the
spectrum is compacted byJ(V ) times.

3) polyphase decomposition:Like the 1D signal, the mul-
tidimensional signal can also be written in polyphase decom-
position form. Given the sampling matrix,M, we can write a
multidimensional signal as

X(z) =
∑

k∈N (M)

Z(−k)Xk(zM). (22)

Here, Z(−k) is analogous to the 1D delay.Xk(z) is the z-
transform of thek-th polyphase componentxk(n) of x(n).
The polyphase componentxk(n) is

xk(n) = x(Mn + k),k ∈ N (M). (23)

4) Alias-free for sampling:Due to the shift versions in the
spectrum of the sampled signal, different shift versions may
overlap, and the overlap generates alias. In order to avoid the
alias effect, we should constrain the spectrum of the orig-
inal multidimensional signal. The symmetric parallelepiped,
SPD(V), is defined as the set of vector of the form

Vx,x ∈ [−1, 1)D. (24)

Fig.5 shows the example of the symmetric parallelepiped.
We can determine the SPD in this figure is combined by the
FPD and 3 shift versions. We can verify thatSPD(V) can
be obtained by appropriately shifting and scalingFPD(V).
More specifically, we have
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Fig. 5. The symmetric parallelepiped

SPD(V) = FPD(2V)−V




1
1
...
1


 . (25)

If we want the sampled spectrum with no alias, the spectrum
of the original signal should have the support region restricted
in the SPD(πVT ); therefore, the stretched shifted version
doesn’t have overlap with each other.

C. Nobel Identities

The nobel identities in the 1D case can be extended to the
multidimensional case. Fig.6 shows those identities.

D. Multirate Filter Design

The design of analysis and synthesis filters for a general
sampling matrix, M, is a non-trivial problem. The most
common frequency response of the filter is of passband region
SPD(πVT ). This type of filter can avoid the alias effect after
downsampling.

1) Design of Diamond- and Fan-shaped Filters:The dia-
mond shaped filter is useful in some cases, because this filter
is more accurate than the rectangle shaped filter which is a
separable filter. In [5], a method of designing the diamond
shaped filter from one dimensional filter is introduced. The
design steps are as follows

1) Design the 1D low pass filterG(z),
2) Define the 2D transfer functionG(z0z1)(replace z with

z0z1),
3) Let K(z0, z1) = G(z0z1)G(z0z

−1
1 ),

4) Let H(z0, z1) = 1
2 [K(z0, z1) + K(−z0, z1)]|zi→z

1/2
i

5) H(z0, z1) is the diamond shaped filter,
6) H(−z0, z1)andH(z0,−z1) are fan-shaped filters, which

can be obtain by shiftingπ the Diamond-shaped filter at
different direction.

Fig.7 shows the frequency response of the designed filter when
n=10.

Fig. 6. The multidimensional multirate nobel identities
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Fig. 7. The nonseparable 2D diamond shaped filter and fan shaped filter

2) Multidimensional filters from the 1D filters:For a more
general case, we want a filter which satisfies the alias free
condition mentioned in the last section. We can design such
a filter from the 1D filter. The procedure for designing the
decimation filterH(ω) for sampling matrix M is as follows

1) Design a 1D low pass filterP (ω), p(n) denotes its impulse
response

2) Define the 2D separable filter as

h(s)(n) = p0(n0)p(n1) . . . p(nD−1), (26)

3) Finally, obtain the impulse response,h(n), of H(ω) by
downsamplingh(s)(n) with matrix,M̂, and scaling, such
as

h(n) = ch(s)(M̂n), (27)

whereM̂ = J(M)M−1 = ±[AdjM], and c =
[J(M)]D−1

We can verify the support region of the filter isSPD(πM−T).
Fig.8 shows the spectrum of the designed filter. Here,the

sampling matrix isM =
[

1 1
2 −1

]
, and the order of filter,

n, is 16.

E. Multidimensional Filter Banks Perfect Reconstruction Con-
dition

Similar to the 1D filter banks, the perfect reconstruction
condition of 2D filter banks has two parts, perfect recon-
struction and alias free conditions. As we mentioned before,
if the support region of the decimate filter is restricted in
the SPD(V) of the sampling matrix, there is no alias after
downsampling. But this condition only covers a small part of
filter banks, so we need more general filters to obtain a perfect
reconstruction.

The perfect reconstruction condition for multidimensional
filter banks are as follows, for simplification, we only consider
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Fig. 8. The multidimensional filters from 1D filters

the 2D and 2 channel filter banks
Perfect reconstruct

∑

k∈N (MT )

Fk(ω)Hk(ω) = ce−jωT no , (28)

where then0 is an integer, c is a constant.

Alias free
∑

k∈N (MT )

Fk(ω)Hk(ω−2πM−T m) = 0,m 6= 0,m ∈ N (MT ).

(29)

III. D ESIGN OFMULTIDIMENSIONAL FILTER

BANKS[1][2][6]

For the MD filter banks, although we have the perfect recon-
struction condition of the filter bank, we still can not extend
the traditional design methods for 1D filter banks to the MD
filter banks design, because of the lack of multidimensional
factorization theorem.

In the polyphase domain, the polyphase synthesis matrix of
an orthogonal filter bank is a paraunitary matrix,U(z), if

UT (z−1)U(z) = I. (30)

For the 1D filter, we can characterize the paraunitary matrix
via a lattice[5] factorization. However, in the multiple dimen-
sion case, the lattice structure is not a complete characteri-
zation. Therefore, to solve such a problem, we need to solve
the nonlinear equations. Zhou introduces a novel method[1]
to transform the problem into the simpler linear equations by
Cayley transform. The Cayley transform of matrixU(Z) is
defined as

H(z) = (I + U(Z))−1(I −U(Z)), (31)

and the inverse of CT is

U(z) = (I + H(Z))−1(I −H(Z)). (32)

The Cayley transform maps a paraunitray matrix to a para-
skew-Hermitian(PSH) matrixH(Z) that satisfies:

H(Z−1) = −H(Z), for real coefficients. (33)

From the observation of PSH condition, we find the PSH
condition amounts to linear constraints on the matrix entries.
It leads to an easier problem. Therefore, we can first design
a PSH matrix and then map this matrix back to a paraunitary
matrix by the CT. But 3 problems still need to be solved.
First, how to guarantee that the matrix inverse exists. Second,
CT destroys the FIR property because of the inverse. The CT
of an FIR matrix is in general no longer FIR. Third, how to
impose certain filter bank condition in the Cayley domain. In
his paper[1], Zhou address these issues.

Proposition 1:SupposeU(z) is anN ×N matrix andΛ is
an N ×N diagonal matrix whose diagonal entries are either
1 or -1. Then at least oneΛ exists such thatI + ΛU(z) is
nonsingular.

By Proposition 1, we can always find an equivalent parau-
nitary polyphase matrixU(z) for any orthogonal filter bank
such thatI + U(z) is invertible and thus its CT,H(z) exists.

Proposition 2:suppose thatH(z) is the Cayley transform
of U(z). Then

H(z) = 2(I + U(z))−1 − I,

U(z) = 2(I + H(z))−1 − I. (34)

From proposition 1 and proposition 2, we can associate any
orthogonal filter bank with a paraunitary matrixU(z) and
PSH matrixH(z) such that bothI + U(z) and I + H(z)
are invertible. Now the first problem is solved.

lemma 1SupposeU(z). is a paraunitary FIR matrix of
McMillan degreek. Then its Cayley transformH(z) can
be written asD(z)−1H′(z), where D(z) is an FIR filter
and H′(z) is an FIR matrix, and they satisfy the following
conditions:

D(z)−1 = czkD(z),
H′T (z−1) = −czkH′(z),
2D(z)N−1 = det(D(z)I + H′(z)).

Now we formulate the complete characterization of parauni-
tary FIR matrices in the Cayley domain.

Theorem 1The CT of a matrixH(z) is a paraunitary FIR
matrix if and only if it can be written asH(z) = D(z)−1H′(z),
whereD(z) is an FIR filter andH′(z) is an FIR matrix, and
they satisfy the following four conditions:

1) D(z−1) = czkD(z)
2) H′T (z−1) = −czkH′(z),
3) 2D(z)N−1 = det(D(z)I + H′(z).
4) D(z)N−2 is a common factor of all minors ofD(z)I +

H′(z).
Moreover, the CT ofH(z) can be written as

U(z) =
adj(D(z)I + H′(z))

D(z)N−2
− I.

Therefore, our problem of designing a paraunitary FIR matrix
U(z) is converted to a problem of designing a PSH matrix
H(z) = D(z)−1H′(z), where D(z) and H′(z) satisfy the
condition given in the theorem 1. The second problem is
solved.

For the third problem, no general theorem can be used to
solve it, because the solution depends on the real problem.
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IV. D IRECTIONAL VANISHING MOMENTS FILTER BANK

In the one dimensional case, a filter H(z) is said to be a
vanishing moments filter, if H(z) can be factorized as

H(z) = (1− z)dR1(z). (35)

. Therefore, this filter hasd zeros at z=1 orω = 0 on the
unit circle; d here is the order of vanishing moments. If
the discrete polynomial signal of degree less than d, such
as x(n) =

∑i
j=0 αjn

j , filtering x(n) with H(z) produces
a zero output. The filter completely annihilates the discrete
polynomials of degree less thand. This vanishing moments
filter can also be found in the 2 dimensional filter banks.
But 2D vanishing moments have direction. We can define the
directional vanishing moments filter as follows:

define 1 Let C(z) be a discrete filter andu = (u1, u2)T be
a 2-D vector of coprime integers. We sayC(z) has a DVM
of order d along the directionu if it factors as

C(z1, z2) = (1− zu1
1 zu2

2 )dR(z1, z2). (36)

A particular signal is also annihilated by the 2D DVM filter, as
in 1D case. To find the character of such a signal, we introduce
the directional polyphase representation.

Lemma 1:Suppose thatu ∈ Z2 and u2 6= 0. Then for
everyn ∈ Z2, there exists a unique pair(k, r) wherek ∈ Z,
r ∈ R : Z× {0, 1, . . . , |u2| − 1} such that

n = ku + r. (37)

This lemma allows us to partition any 2-D signalx(n) into
a set of disjoint 1-D signals,{xr(k)}k∈R, with

xr(k) = x(ku + r). (38)

Proposition 1:Let C(z1, z2) be a 2-D filter with a factor
(1− zu1

1 zu2
2 )d. Then a signalx(n) is annihilated byC(z). if

each 1-D signalxr(k) defined in (38) is a discrete polynomial
of degree less than d.

From proposition 1, we know that the discrete signal sam-
pled from a continuous-time signal, which is smooth along
a given direction, is also annihilated byC(z). To illustrate,
we filter a piece wise smooth image with a 2-D filter with
a third order DVM along the direction,u = (1, 2)T . This
image has two types of edges, one is along the direction,u,
another is along the direction perpendicular tou. The image
is well approximated by a piecewise polynomial image of
sufficiently large degree d. As shown in Fig.9, the edges
along the direction,u, are annihilated, but the other ones
are preserved. The frequency response of the DVM filter is
shown in Fig.10. You can clearly see the vanishing points
along the direction,u. Now, we discuss the general two
channel 2D filter bank with a valid sampling matrix, S,
whose downsampling ratio is 2. In this setting, given a set of
analysis/synthesis filters{H0(z),H1(z), G0(z), G1(z)} the
perfect reconstruction condition is

H0(z)G0(z) + H1(z)G1(z) = 2, (39)

H0(Wk1

S−T ◦ z)G0(z) + H1(Wk1

S−T ◦ z)G1(z) = 0, (40)

Fig. 9. The illustration of DVM as an edge annihilator.
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Fig. 10. The frequency response of the DVM filter

where k1 is the nonzero integer vector in the setN , and
◦ denotes the direct product between vector entries. The
modulation termWk1

S−T is a function of the sampling lattice
generated byS and has the formWk1

S−T = (ejπn1 , ejπn2)T

, where(n1, n2)T = S−Tk1. Note that all matrix generators
of a given lattice are equivalent, up to right multiplication by
a unimodular integer matrix. All the sampling matrix can be
equivalent to the matrix

S0 =
[

1 1
1 −1

]
S1 =

[
2 0
0 1

]
, (41)

or the matrix generated by exchanging the two diagonal entries
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of S1. We can check thatk1 = (1, 0)T for both S0 andS1 so
that Wk1

S−T = (−1,−1)T andWk1

S−T = (−1, 1)T for S0 and
S1 respectively.

If we assume the filter is FIR, we can show the synthesis
filters are completely determined from the pair(H0(z), G0(z))
through the relation

(H1(z), G1(z)) = (zk1G0(Wk1

S−T ◦ z), z−k1H0(Wk1

S−T ◦ z).
(42)

The perfect reconstruction condition reduces to

H0(z)G0(z) + H0(Wk1

S−T ◦ z)G0(Wk1

S−T ◦ z) = 2. (43)

In general, given the desired direction of the zero moment, the
analysis filterH0(z) takes the form

H0(z) = (1− zu1
1 zu2

2 )LRH0(z). (44)

where L denotes the order of the DVM. Substituting this
equation in (42), we obtain the design equation

(1−zu)LR(z)+(1−(Wk1

S−T ◦z)u)LR(Wk1

S−T ◦z) = 2. (45)

whereR(z = RH0(z)G0(z). If the filter is FIR, uT 2S−T k1

should be odd. The perfect reconstruction condition reduce to

(1− zu)LR(z) + (1− zu)LR(Wk1

S−T ◦ z) = 2. (46)

Proposition 2: Consider the filter equation (42) whereu
has coprime entries anduT 2S−T k1 is odd. Then there exists
a unimodular integer matrixU such that ifR(z) solves (42)
then R̃(z) = R(zU) solves

(1− z1)LR̃(z) + (1 + z1)LR̃(Wk1

S̃−T
◦ z) = 2. (47)

where S̃ = US. Conversely, ifR̃(z) is a solution to (47)
with S̃ and u as above, then there is a matrix̃U such that
R(z) = R̃(zŨ) is a solution to (42) withS = ŨS̃. The
integer unimodular matrixU is a resampling matrix. Hence,
the mapping of U is just resampling operation of the filter
R(z). From the Proposition 2, we can simplify the design of
an arbitrary directional filter to the problem of designing a
horizontal direction DVM. Just following the step

1) Design the DVM filterH̃(z) for the horizontal direction.
2) Find the unimodular matrix U which can transform the

directionu into horizontal direction.
3) Substitutez with zU−1

andH(z) = H̃(zU−1

)
4) The filter H(z) is the desired DVM filter

Proposition 3:Consider a two-channel 2-D filter bank with
FIR filters {H0(z),H1(z), G0(z), G1(z)} and the downsam-
pling matrix S. Letu = (u1, u2)T andv = (v1, v2)T be two
distinct admissible directions. Then the filter bank cannot be
perfect reconstruction if one of the follows is true:

1) The filterH0(z) factors(1− zu) andH1(z) factors(1−
zv) leaving FIR remainders.

2) One of the filters, sayH0(z) factors(1−zu) and(1−zv)
simultaneously leaving an FIR remainder.

This proposition shows that DVMs can only be in one
branch of filter bank.

Proposition 3: Let s = ±1, An FIR filterR̃(z1, z2) is
solution to the equation

(1− z1)LR̃(z1, z2) + (1 + z1)LR̃(−z1, sz2) = 2, (48)

if and only if it has the form

R̃(z1, z2) = RL(z1) + (1 + z1)LRo(z1, z2) (49)

with RL(z1) being a univariate solution given explicitly by

RL(z1) =
L−1∑

i=0

(
L + i− 1

L− 1

)
2−(L+i−1)(1 + z1)i, (50)

andRo(z) satisfying

Ro(z1, z2) + Ro(−z1, sz2) = 0. (51)

Due to the lack of factorization theorem for 2-D polynomi-
als, the design of the non-separable 2D filter banks is harder
than the 1-D counterpart. But we can design such filters by
mapping from the one dimension filter banks. The procedure
used for designing such DVM filter from the 1D filter is as
follows:

Design 2-D filtersH0(z) and G0(z) satisfying the perfect
reconstruction condition (42) and such thatH0(z) factors(1−
z1)Na andG0(z) factors(1− z1)Ns

1) Design 1-D filter H
(1D)
0 (z) and G

(1D)
0 (z) with Na/L

andNs zeros at some pointc0 ∈ C respectively, and such
that P (1D)(z) = H

(1D)
0 (z)G(1D)

0 (z) satisfies

P (1D)(z) + P (1D)(−z) = 2. (52)

2) Let M(z) = (1− z1)LR̃(z) + c0 with

R̃(z = R̃L(z1) + (1 + z1)LR̃o(z1, z2), (53)

andRo(z1, z2) + Ro(−z1, sz2) = 0
3) SetH0(z) = H

(1D)
0 (M(z)) andG0(z) = G

(1D)
0 (M(z))

to obtain the desired 2-D filters.

V. DVM D ESIGN EXAMPLE

In this example, we chose the one dimension phototype filter
as

H
(1D)
0 (z) = 1

2 (1 + z)(2− (2−√2)z)
G

(1D)
0 (z) = 1

2 (1+z)(2− (6− 4
√

2)z + (4− 3
√

2z2)
.

(54)
And chose the sampling matrixS0 and

M(z1, z2) = (1− z1)2R(z1, z2)− 1. (55)

We also chose

R(z1, z2) = −z−1
1

2
+ (1 + z−1

1 )2Ro(z1, z2). (56)

We can also choseRo(z1, z2) has following format

Ro(z1, z2) = r0(z1+z−1
1 )+r1(z2+z−1

2 )+r2(z1+z−1
1 )(z2+z−1

2 )2,
(57)



ENSC 894 COURSE TRANSACTIONS

and optimize the coefficientsr0, r1, r2 so that the filter ap-
proximate the idea fan response. The optimized parameter is
[r0, r1, r2] = [0.1172,−0.1612,−0.0908]

Fig.11 shows the frequency response of analysis filter and
synthesis filter in the filter bank.

Next, we apply those filter to the images to see the effect of
the filter bank. The new filter bank has two stages, each stage
has DVMs along the different direction, as shown in Fig.12.
we chose the direction for the second stage to beu = [−3, 1].
To obtain the second directional vanishing moments filter, we
chose unimodular matrix

U =
[ −1 −2
−1 −3

]
; (58)

First, we apply the filter bank to the image which is shown in
Fig.2. The result is shown in Fig.13 and Fig.14.

We also apply the same filter bank to the image barb. Fig.15
and Fig.16 show the filter result.

From the result, we can see each subband at least passes
the edge information along one direction except for the low-
pass filter at the upper-left corner. Therefore those filter banks
can help us capture the edge information of an image. This
property is useful in many application.

VI. CONCLUSION

We have discussed the fundamentals of multidimensional
filter banks. Methods which can reduce the complexity of
designing a MD filter bank are discussed. The directional
vanishing moments filter bank, is introduced. The design
example and simulation result show that the DVM filter banks
can easily capture the geometric structure of an image, and
give a better compression performance.
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Fig. 11. The frequency response of four filters of the DVM 2D filter bank

Fig. 12. The DVM directional filter bank with two stages.
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Fig. 14. The result of passing the triangle image through the filter bank
twice.
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Abstract— In this paper glaucoma drainage devices are 
reviewed and compared, and a novel valve device is proposed for 
treatment of glaucoma. By opening or closing, the proposed valve 
can be used to reduce high pressures in the eye (hypertony), or 
prevent low pressures in the eye (hypotony) respectively. The 
device works based on the buckling of fluid channel connected to 
the anterior chamber of the eye and includes a magnetically 
driven valve.  

 
Index Terms— Glaucoma drainage devices (GDD), Intraocular 
pressure (IOP), MEMS, PDMS, and Microfabriation.      
 

I. INTRODUCTION 
laucoma is a common disease of the eye and is the 
second leading cause of blindness in the world, according 
to the World Health Organization [1]. There are presently 

three main therapies for glaucoma: medical treatment with 
drugs, glaucoma filtration surgery (GFS), and implantation of 
glaucoma drainage device (GDD). The choice of therapy 
depends on the patient and is influenced by several factors, 
including the risks associated with the treatment, the 
likelihood of its success, and the clinical presentation of the 
patient [2]. 

Devices that are surgically inserted into the eye in order to 
cure glaucoma by increasing the outflow of the aqueous 
humor fluid are called by a variety of names. Perhaps the most 
common name is (GDD). Other names include glaucoma 
filtration implant (GFI) and combinations including the words 
implant, shunt or drain. Common issues with GDDs include: 
not opening when they should, not closing when the eye 
pressure drops, and having varying opening set points. These 
problems necessitate more research work on development of 
GDDs [3].  Improving the design of GDDs will lead to 
increased success rates in glaucoma treatment, consequently 
GDDs will be more often selected as a replacement for 
medical treatment or surgery and this is the main motive 
behind our proposed GDD mechanism [2]. 

This paper discusses the main problems of previous GDD 
designs and finally proposes a novel magnetic device as a 
solution. The proposed device takes advantage of the state-of-

 
 

the-art micro-electro-mechanical sensor (MEMS) technology 
and advancements in micro fabrication technology. In section 
two, there is an introduction to glaucoma and GDDs. Section 
three of the paper explains the magnetic mechanism which is 
going to be used as the valve. Section four explains the 
experiments, which is followed by discussion and conclusion 
sections.  

II. GLAUCOMA AND GDD 
In this section the glaucoma disease is briefly introduced and 
glaucoma drainage devices are explained as the main context 
of this research.  

A. Glaucoma and related eye anatomy  
The small volume in front of the eye’s lens, as can be seen in 
Fig.1, is of most interest in this research. This volume is 
divided into two parts by the iris, which controls the aperture 
of the lens. The volume between the iris and the cornea is the 
anterior chamber (250 µl) and the volume between the iris and 
lens is the posterior chamber (60 µl). Both chambers are filled 
with a clear liquid known as aqueous humour [2]. With 
reference to Fig.1, the aqueous humor passes through the 
pupil into the anterior chamber, and thereafter drains out of 
the eye into the canal of Schlem. Normal intraocular pressure  
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Fig.1. Anatomy of an eye with glaucoma [8] 



  

 
 

Fig.3. The block diagram of the proposed system for the magnetic 
actuated GDD. The IOP is sensed and sent out to the external unit in 
which the decision is made to open or close the magnetic micro-valve 
according to the measured IOP. 

is typically about 15±4 mm Hg, but may rise to 21 mm Hg. 
Pressures within the eye significantly above this range are 
considered abnormal. This high pressure is one of the main 
causes and symptoms of Glaucoma.  

The balance between the rate of formation and drainage of 
aqueous adjusts the pressure in the eye. The rate of aqueous 
formation is relatively constant at 2-2.5 µl/min though the 
outflow varies. Many forms of glaucoma are caused by a 
reduction in the outflow of aqueous, leading to an increase in 
intraocular pressure (IOP). Thus, increasing the rate of 
outflow is desirable as it can reduce IOP [4]. 

B. Glaucoma Drainage Devices 
GDDs are surgically inserted into the eye to increase the 
outflow of the aqueous. GDDs create an alternate aqueous 
pathway by channeling it from the anterior chamber through a 
long tube to a plate inserted under the conjunctiva [3]. Most 
tubes used so far are made of silicone but differences between 
the devices lie in the nature of the arrangements for drainage 
and pressure control [2].  Fig.2 shows the general arrangement 
of a typical drainage device and its positioning in the eye. 

After the GDD is implanted, the body tissues react to it as a 
foreign object and encapsulate it with fibrous tissue that forms 
a bleb. The bleb is particularly important to the operation of 
the device, because it is the principal source of resistance to 
the flow of aqueous through the device. Aqueous humor flows 
freely out of the anterior chamber, through the tube and onto 
the drainage plate, where it spreads across the surface of the 
sclera with minimum resistance. The bleb must grow to a 
suitable size to regulate the pressure. This is a major feature 
which determines the success or failure in an individual case 
[3].  

The first GDD was proposed by Molteno and its design 
inspired other researchers to develop similar devices [5].Other 
common GDDs are Ahmed glaucoma implant [6], and 
Baerveldt [7]. The basic designs of these devices are similar in 
that a silicone tube, channels aqueous humor from the anterior 
chamber to a fibrous capsule surrounding the plate. The 
capsule serves as a reservoir for aqueous drainage. Studies 
have demonstrated that these devices are comparable and are 
effective in treating patients with Glaucoma [3].  

Each GDD design has a group of supporters in the surgical 
community. The Baerveldt is the most popular among 
glaucoma specialists. This is because of its bigger surface that 
reduces the chance of post inflammation. The Ahmed GDD is 
the easiest to implant, so is more popular among surgeons 
who have less experience dealing with the common problems 

following glaucoma surgery. The Molteno has the longest 
track record, and no GDD has ever been found to give better 
results. However the Molteno requires surgery in both 
superior quadrants of the eye, which may explain the 
popularity of Ahmed and Baerveldt [3].  

Unfortunately no GDD is ideal and there are several issues 
still need to be resolved. The most important problems 
affecting the design of GDDs are immediate hypotony (loss of 
IOP), overgrowth of the bleb, tube fit and blockage, and 
valves not closing [2][3][4].  

Prior to bleb formation another source of resistance in the 
flow path is needed. Techniques for creating resistance 
include implanting the tube several weeks after the drainage 
plate and temporarily obstructing the tube either by clamping 
it shut or filling it with material. These solutions have 
themselves a number of complications: variable delay in 
lowering IOP and need for second operation [4]. A GDD 
capable of preventing hypotony would be a valuable device. 
This research work addresses this problem by proposing a 
device which will be explained in the next section. 

III. DEVICE MECHANISM 
In this section the magnetic device is introduced. The 
proposed magnetic valve can be seen in the block diagram of 
Fig.3. The pressure sensor can be embedded in the same 
system or an already designed pressure sensor can be used for 
sensing IOP [13], [14] [15]. Whenever the IOP falls lower 
than the 5mmHg, the electromagnet instructs the magnetic 
valve to close, thereby avoiding hypotony in the eye 

 
Fig.2. Schematics representation of a GDD [3] 



  

 
 
Fig.4. The fabrication process followed in this project to fabricate the 
PDMS channels which is based on soft lithography idea [11] 

 
 

Fig.5. The PDMS channels the horizontal channel is 75 and the 
vertical is 200 micron widths. The channels heights are 10 micron 

The proposed valve mechanism is created through 
fabrication of elastomeric components in microfluidic systems 
that is based on deformation of elastic materials that have 
been impregnated with magnetic components [10]. 
Controllable miniature electromagnets can be used to activate 
switching valves according to the eye pressure.  

Whitesides and Xia [11] proposed an alternative, non-
photolithographic set of microfabrication methods named soft 
lithography. This process can be seen in Fig.4. 

In [12] a technique called “multilayer soft lithography” was 
introduced that combines soft lithography with the capability 
to bond multiple patterned layers of elastomer. Multilayer 
structures are constructed by bonding layers of elastomer, 
each of which is separately cast from a micromachined mold. 

The proposed device in this paper is an extension of 
methods for rapid prototyping of fluidic microchannels based 
on replica molding of elastomers, such as PDMS [12]. 
Silicone polymers such as PDMS have high compliance, high 
elongation, and good sealing properties, making them useful 
valving materials. Elastomer-based, valving strategies have 
been reported by [11], who described pneumatic methods for 
deforming elastomeric microchannels to form microvalves and 
micropumps. By combining elastomers with magnetic 
materials and using electromagnets in the substrate, active 
valves can be fabricated. This approach is simpler and allows 
for miniaturization, by removing the need for macroscopic, 
externally switched pneumatic supplies [10].  

For ferromagnetic force, the magnetic pressure F/A (force 
per unit area) between an electromagnet and a ferromagnetic 
material is approximately F/A=B2/2µ0, where B is the flux 
density, and µ0 is the permeability of free space. The flux 
density B can be estimated with magnetic circuit 

approximations or calculated using finite element analysis 
software [10].  

IV. EXPERIMENTS 
For the fabrication of the valve, PDMS was used as explained 
previously because of its mechanical properties, its ability to 
be shaped in soft lithography process and the ease to be 
impregnated by magnetic materials in the next steps of the 
experiments.  

In this stage of the project the micro channels were 
fabricated according to the Fig.5 process. GE RTV 615 was 
used as the PDMS pre-polymers and SU8-10 [18] was used as 
the master mold. Different channel widths of 75, 100, 150 and 
200 µm were fabricated as network of parallel channels. The 
channel height was designed to be 10 µm by spinning the SU8 
photoresist in 3000 rpm for 30 seconds. The mixture of the 
prepolymers A and B of RTV 615 was poured on this SU8 
master mold and was cured in 70°C for one hour. Another 
network of PDMS was sealed on the top of this network 
which had a different mixture ratio of prepolymers. This 
different ratios of primary prepolymers made the adhesion of 
the two layers possible as can be seen in Fig.6.  

This has been so far very similar to [12] which resembles a 
pneumatic valve, the next step is to impregnate the 
prepolymers with Iron powder to be able to close the valve 
magnetically [10]. This way by sensing the IOP in the eye, 
while it drops under 5mmHg, the valve is closed magnetically 
to avoid hypotony as seen in Fig.3.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V. DISCUSSION 
The proposed valved device is based on the buckling of fluid 
channels connected to the anterior chamber of the eye as seen 
in Fig.2. The fluid channels were fabricated for the magnetic 
device using a soft lithography technique. These channels are 
the main body of the proposed magnetic valve.  

The next step is the impregnation of the PDMS with iron. 
This will give magnetic properties to the polymer. The 
channels were implemented as a network of parallel channels, 
so if one of them is buckled by aqueous humor particles the 
others will still continue functioning. 

After the completion of device fabrication there is a need 
for an in-vitro setup to test the functionality of the device 
before using it in the eye. A proper test setup can be found in 



  

[17]. The test setup consists of a syringe pump connected to a 
glass standpipe via a 3-way stopcock as can be seen in Fig.6. 
The third outlet of the stopcock is connected by a 27 gauge 
needle to a GDD, which is water sealed inside a glass test tube 
to avoid any surface tension effect from gas-liquid interface. 
A 21-gauge needle from the tube is then connected to an 
Anopore™ filter.  

The Anopore™ membrane has a filtration area of 80 mm2 
(flow resistance 64 mmHg.min/mL) when placed in its holder. 
In order to get an area of about 1.5 mm2 (flow resistance 3400 
mmHg.min/mL), corresponding to the physiological pressure 
drop across the in vivo fibrous capsule, an ultraviolet curable 
epoxy is used to seal the extra area in the Anopore™ 
membrane. Filtered saline (the same viscosity as aqueous 
humor) was used as the working fluid throughout these 
experiments, all performed at room temperature [17]. 

As the proposed magnetic valve is supposed to be used with 
a microelectronic system, its operation requires electrical 
power. This power will be supplied wirelessly as shown in 
Fig.5. On the other hand, the ability to continuously monitor 
the IOP can give other possibilities to the eye specialist to 
monitor the eye condition and gives more accurate control 
over the pressure.  

VI. CONCLUSION  
In this paper a new device was proposed as a valve for 

glaucoma treatment. In this research work the main focus is 
the fabrication of the magnetic microvalve for GDD. The 
development of the general system of Fig.3 will be the focus 
of future research. The buckling mechanism used in this 
research is not necessarily limited to the magnetic mechanisms 
and other methods such as electrowetting are also among 
feasible options [18].  
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Abstract— In this paper, the preliminary work for a cell 

retention system with an integrated photo-detector is shown. 
The completed system will be able to retain a single cell in its 
channel and detect the fluorescence reaction of the cell to light 
stimulus. The scope of the paper consists of fabricating SU-8 
structures that serve as mold masters for the cell channels and 
photo-detector mount, and using the SU-8 masters to mold the 
system parts with poly-dimethysiloxane (PDMS). The 53 µm 
high channel structures were fabricated using PDMS. Most 
structures were fabricated successfully, but some structures 
were cracked or washed away. The SU-8 structures for the 
detector mount were fabricated by spinning two thick layers 
of SU-8 100. The structures were fabricated successfully in 
terms of adhesion to the wafer, but the second layer was 
misaligned relative to the first layer. The PDMS was poured 
onto the SU-8 masters and cured for 2 hours at 100 °C. The 
molding process resulted in an imprint of the SU-8 structures, 
but the bubbles trapped in PDMS cause optical interference 
for the photo-detector and excitation light. In conclusion, both 
the SU-8 and the PDMS processes need to be improved to 
yield useable parts for the final cell retention system. 

 
Index Terms—fluorescence, micro-channels, molding, 

PDMS, SU-8 

I. INTRODUCTION 
OR biomedical purposes, micro-channels can be 
used to conduct experiments on single cells, as 
extensively shown in the work of Dr. Paul Li at 

Simon Fraser University [1] [2]. The frequently used 
material for micro-fluidic channels is poly-
dimethylsiloxane (PDMS) [3]-[5], which is a flexible 
silicone elastomer that can be used for molding. Once 
cured, PDMS is stable and can be used in wide range of 
temperature environments (-45 to 200°C) [6] [7]. Unlike a 
process that creates micro-channels in silicon substrate [8], 
PDMS can be used to create multiple channels using just 
one mold master [9] [10]. This feature makes PDMS ideal 
for biomedical applications because creating disposable 
channels to avoid contamination becomes viable. The main 
goal of this project is to fabricate a PDMS structure to a 
hold macro-scale photo-detector. In previous work done on 
PDMS channels, cell reactions or fluorescence are detected 
by a photomultiplier tube (PMT) [2], which is expensive 
and very large compared to the size of the channel. If a 
small photo-detector can be mounted directly underneath 
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the cell channel to detect cell fluorescence, the cost and size 
of the cell detection method can be greatly reduced. 

This paper describes the design and fabrication of micro-
channels to be used for single cell retention and 
fluorescence detection. The channels were first patterned 
onto SU-8 photo polymer, and the actual channels were 
molded using PDMS. One important feature for the design 
is the photo-detector mount used to hold a macro-scale 
photo-detector underneath the micro-channel. In order to 
fabricate the mount, the SU-8 structures must be as thick as 
possible to conform to the relatively large photo-detector. 
Another important objective of this paper involves the 
molding of the structures with PDMS to create the actual 
micro-channel and the photo-detector mount. Testing of the 
channels for cell flow and detection of cell fluorescence 
remains to be explored. 

 

II. DESIGN OVERVIEW 
Fig. 1 shows the overview for the cell fluorescence 

detector. The detector consists of a channel layer, a detector 
mount, and the photo-detector. The channel layer and the 
detector mount are made from PDMS by molding them 
onto the SU-8 masters. The channel layer contains channels 
and a retention chamber for cells to be held at a constant 
position. Fig. 2 shows the design and dimensions of the 
channel structure.  

 
Fig. 1: Cell Fluorescence Detector Overview 
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Fig. 2: Cell Retention Channel 

 
As shown in Fig. 2, the channel structure consists of 3 

channels. Two are used for the entrance and exit of cells 
(left and right) and another for holding the cells in the 
chamber groove by increasing the water pressure (center).  
. 

III. FABRICATION 
The following sections summarize the process steps to 

create the SU-8 structures for the channels and detector 
chamber, and the PDMS molding. Before starting the 
fabrication, <111> silicon wafers were cleaned with 
acetone and isopropyl-alcohol (IPA). After the wafers were 
cleaned, they were placed into a 100°C convection oven for 
10 minutes to dry off all the moisture.  

A. Su-8 channel mold master fabrication 
To fabricate 50 µm thick SU-8 channels, SU-8 50 

(Microchem) was spun at 2000 rpm for 30 seconds [11]. 
Then the SU-8 coated wafer was set on the hot plate 
(Torrey Pines Scientific Inc., HP30) to remove excess SU-8 
solvent. After baking, the wafer was left at room 
temperature for 45 minutes to set the SU-8. Next, the wafer 
and the transparency mask with channel patterns were set 
onto the Quintell Aligner for exposure. Then the wafer was 
returned to the hot plate again for a post-exposure bake to 
prepare the wafer for development. Finally, the SU-8 
coated wafer was developed using a SU-8 Developer 
(Microchem). With constant agitation, the wafer was 
developed and then rinsed with IPA. Following the 
development, the wafer was dried with a nitrogen blower, 
thus completing the SU-8 channel fabrication (Fig. 3). 

 
Fig. 3: SU-8 Channels 

 

Fig. 4: 1st Layer of SU-8 for the Detector Mount 
 

 
Fig. 5: 2nd Layer of SU-8 for the Detector Mount 

 

B. Fabrication of the Thick SU-8 Mold Master 
The process steps for fabricating the thick SU-8 detector 

mount mold master are similar to that of the channels. 
However, to create thicker structures, SU-8 100 was spun 
at 1000 rpm for 45 seconds. After exposure and 
development, the first layer of the detector was created as 
shown in Fig. 4. Processing the second layer of SU-8 
follows similar process steps as the first layer. The only 
difference is that the SU-8 100 was spun onto the wafer 
twice at 1000 rpm for 30 seconds (Fig. 5). 

C. PDMS Molding 
For molding with PDMS, the Sylgard 184 Silicone 

Elastomer Kit’s (Dow Corning) base and curing agent were 
thoroughly mixed in 10 to 1 ratio by weight. After a 
thorough mixing, the mixture was set in a vacuum system 
to extract the air bubbles. Next, the PDMS mixture was 
poured onto the SU-8 master. After pouring, the mixture 
was again set at rest for 15 minutes to release the bubbles 
which formed during the pour. As shown in Fig. 6, the 
PDMS coated wafer was covered with a transparency film 
and placed on the hot plate with an aluminum plate on top 
to secure the film. The curing time and temperature were 2 
hours and 100 °C. Finally, the PDMS film was peeled from 
the substrate when the curing was complete. 

IV. RESULTS AND DISCUSSION 
Both the SU-8 structures and the molding with PDMS 

worked successfully. Parameters such as bake and exposure 
times affected the result. Sections A and B discuss the 
results and parameters affecting the SU-8 structures. Then 
Section C discusses the PDMS molding results. 

 
Fig. 6: PDMS Curing Setup [3] 
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height was measured using the profilometer, showing it to 
be about 53 µm. However, structures like the one circled in 
Fig. 7 did not turn out successfully. The structure has a 
streak in middle of the chamber, which means no SU-8 
adhered on that area. This problem could have been caused 
by adhesion problem due to an unclean wafer or by SU-8 
beads causing streaks during the spin.  

B. SU-8 Structures: Detector Mount 
The detector mount was much more difficult to fabricate 

than the thin channels. The one major problem encountered 
during fabrication was the thickness of the structures. The 
SU-8 structures were so thick (~450 µm), it was not 
possible to align the second layer with the aligner, because 
the SU-8 coated wafers stick to the mask. Thus, the 
alignment was done by eye without using the micro-scope 
built into the aligner. The resulting structures are shown in 
Fig. 8. The dimensions of the detector mount are 4.5 x 2 
mm for the long first layer and 3 x 2 mm for the short 
second layer. Fig. 8 shows the most aligned structures 
which were off by 33 µm in the horizontal direction.  

 
Fig. 7: SU-8 Channel Structures 

 

 
Fig. 8: Aligned SU-8 Structues 

 

C. PDMS Molding 
Obtaining clean results using PDMS molding was 

difficult, so more work needs to be done to characterize the 

PDMS process. Difficulties encountered were air bubbles 
trapped in the PDMS and determination of proper curing 
time. Fig. 9 shows a close-up view of the PDMS mold of 
the detector mount. Fig. 9 shows the detector mount is 
clearly imprinted on the PDMS. However, as seen from 
Fig. 9, air bubbles are present in the PDMS mold which is 
caused by not placing the PDMS mixture in a vacuum 
condition for long enough time. Additionally, some of the 
detector mount structures resulted with holes in the PDMS 
film, because they were not entirely covered with PDMS. 
This flaw was likely caused by the uneven thickness of the 
SU-8 structures, indicating the hot plate must have not been 
properly leveled during the pre and post exposure bakes. 

 Fig. 10 and Fig. 11 are photographs of the channel 
structures in PDMS. Fig. 10 is the center structure featuring 
the cell retention chamber, and Fig. 11 is the inlet/outlet 
channel.  
 

 
Fig. 9: PDMS of Detector Mount (close-up) 

 

 
Fig. 10: Channels (Center) 
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Fig. 11: Channel (Side) 

 
The black spots in both Fig. 10 and Fig. 11 are air 

bubbles caused by similar problems as the detector mount. 
The possibility of bubbles affecting the performance of the 
channels remains to be explored, but the above images 
clearly indicate that the bubbles will impede the view of the 
channels. Unfortunately, due to the soft nature of PDMS, 
the actual depth of the structures could not be measured 
because the profilometer needle will be trapped in PDMS. 
Assuming the PDMS did conform to the SU-8 master, the 
channel depth should be about 53 µm. 

 

V. CONCLUSION 
In this paper, the process of creating SU-8 structures for 

PDMS mold was explored. Both channel and detector 
mount SU-8 structures had acceptable results. SU-8 
channels were fabricated with a 53 µm thickness. However, 
during fabrication, many channel structures either cracked 
or washed away during development. Determining the 
correct bake and exposure times must be explored further. 
Unlike the channels, SU-8 detector mount structures were 
fabricated with almost all of the structures in tact. The 
problems with the thick SU-8 involved uneven thickness of 
the structures and misalignment of the second layer. The 
uneven thickness can be improved by leveling the hot plate 
during the pre and post exposure bakes. Alignment can be 
improved if chrome masks are used so that the mask does 
not bend when in contact with the SU-8. 

PDMS molding resulted in a successful imprint of the 
channels and the detector mount structures. However, 
further process improvement is required. In particular, 
improving the process for eliminating the bubbles in the 
PDMS structures is crucial because they interfere with the 
optical characteristics of PDMS. 
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Abstract— Deep illumination in the angular domain imaging 
(ADI) employs micromachined collimators detecting photons 
emitted from Deep illumination provided by backscattered 
source light subsurface of the turbid  medium within small 
acceptance angle.  These micro-scale angular filters are 
composed of arrays of collimator filters which are fabricated by 
silicon bulk micromachining. Two dimensional phantom test 
objects were observed in high scattering media up to 3 mm deep 
in the medium at effective SR (scattered to ballistic ratios) from 
1:1 to greater than 3E12:1.  Results from carbon coated 
collimators which is fabricated by a sputtering system and 
roughed-surface collimator to decrease internal reflectivity have 
been shown. 

 
Index Terms— Optical tomography, angular domain imaging, 

back-scattering, silicon micromachined collimating array 
(SMCA), carbon coating 

I. INTRODUCTION 
ptical reflection, absorption, scattering, and fluorescence 
in living tissues and blood can reveal significant 

information about the structure and constitution of the living 
bodies. Within the visible and infrared spectra, tissues and 
bioliquids are low absorption but highly scattering media [1]. 
Scattering describes the spectral and angular characteristics of 
light interacting with living material, as well as its penetration 
depth; thus, the optical properties of tissues and blood are 
heavily influenced by changes in scattering properties. Optical 
imaging is the product of these interactions on light, which is 
input from various sources, to generate a composite effect that 
can be recorded and viewed as the “image.” 

Short wavelength energy emitted from sources carries 
greater energy than long wavelength emissions. If the 
wavelength is very short, the energy greatly increases, which 
can damage the tissue because electrons are dislodged 
(ionization) from atoms and molecules [1]. Far ultraviolet, X-
rays, and gamma rays are all ionizing radiation (short high-
energy wavelengths), while visible light, microwaves, and 
radio waves (longer wavelengths) are non-ionizing radiation. 

The first X-ray photograph was created by Roentgen in 
1895, and subsequent development provided a breakthrough 
in medical imaging beneath skin level (subcutaneous).  

 
 
 
 
 
 
 

This technique yielded a wide range of possibilities in terms 
of applications and consequently gave rise to X-ray 
tomography: A method which relies on a series of 
photographs created with the imaging assistance of computers 
through the tissue, namely, Computerized Axial Tomography 
(CAT). In spite of the wide range of applications, this method 
has some limitations, the complications of which disrupt and 
destroy the chemical structure of living tissue causing tissue 
damage and increasing cancer risks proportionate to the 
cumulative dose of radiation applied. Thus, they are classified 
as ionizing image techniques (X-ray and fluoroscopy). The 
attractive alternative of non-ionizing radiation imaging has 
consequently been of high interest, resulting in such 
techniques as ultrasound (acoustic wavelengths), magnetic 
resonance imaging (MRI - radio wavelengths), and optical 
tomography (visible and infrared light).  

Another important distinction between imaging techniques 
relates to still images (photographs) versus real time images 
(cinema). Magnetic Resonance Imaging (MRI) is a non-
ionizing method that requires intensive computing to create 
off-line tomographic ‘still’ slices.  Real time MRI is not yet 
possible. Continuous non-ionizing imaging is possible with 
the ultrasound technique but the obtained resolution (at 
acoustic wavelengths) is rather poor and the image depends on 
gross tissue differences in acoustic impedance rather than 
color and structure closer to molecular dimensions that can be 
measured at light wavelengths. The problem heretofore for 
light imaging is that scattering of light through tissue makes 
optical imaging of structures “fuzzy” and difficult to separate 
from the dominate scattered light. 

There are many situations in which the detection of objects 
in a highly scattering turbid medium using backscattered light 
is highly desirable. For example, backscattered light may be 
utilized to detect a tumor embedded within tissue, such as 
breast tissue. Various Types of microscopes use backscattered 
light to display the surface image of a medium with high 
resolution. A confocal arrangement can extend the image to 
less than 200 μm below the surface. The conventional Optical 
Coherent Tomography (OCT) technique, which uses 
backscattered light, can only image the internal structure of an 
eye and tissue down to about 600 μm below the skin surface. 
No clear image of the medium structure in a deeper depth, 
however, can be formed using the direct backscattered light 
signals. This is due to multiple-light scattering within a 
medium, which contributes to noise, loss of coherence, and 
reduces the intensity of light directly 
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 backscattered from the hidden object. The conventional 
diffusion optical tomography method has several 
disadvantages. For example, the diffusion method only uses 
diffusive photons which have suffered many scattering events. 
Therefore, the signals received by detectors are less sensitive 
to changes in the structure of the turbid medium, which makes 
it difficult to obtain high-resolution image reconstruction. 

To perfect an optical image of living tissue or blood 
beneath the skin, the limiting effect of optical scattering must 
be removed. This paper offers a new technique for doing so 
and provides high-resolution images of the micro scale 
phantom in highly scattering medium.  

II. MATERIALS AND METHODS 

A. Fabrication of the Silicon Micromachined Collimating 
Array 

To obtain fine object resolution and detection, a collimating 
array must have relatively small holes with small spacing 
between them.  In the design, as shown in Figure 1, we used 
51 μm diameter holes with 102 μm spacing to produce a 
parallel array of collimators with a predicted object resolution 
in the 100-200 μm range.   

To observe an image, this collimator was aligned to a 
CMOS imaging array detector in such a way that the hole 
spacing of 102 μm matched the spacing requirement to be 
integer numbers of the CMOS detector. Each block of grooves 
covered 20 × 10 mm squares, fabricated on a 100 mm silicon 
wafer. When combined with an encasement, these grooves 
became the Silicon Micromachined Collimator Array 
(SMCA), which had a very high aspect ratio (200:1) resulting 
in a small angle of acceptance (0.29o). The large length of the 
array (10 mm) combined with the small hole size suggested 
that silicon surface micromachining could best generate the 
structure.  For these initial experiments, only a linear 
collimating array was created. The basic steps of the 
collimator microfabrication are shown in detail in [20].  These 
collimators started with a furnace <100> silicon wafer 
oxidation (0.5 μm thick), which is then photolithographicly 
patterned and etched with HF to create the masking layer of 
the collimator grooves (see Figure 2).  The silicon was etched 
in HF, HNO3, CH3COOH [18], using the oxide openings to 
produce a groove width of 51 μm after isotropic etching, with 
a 15 μm undercut on each channel side (see Figure 2).  The 
oxide was then stripped, leaving the grooved structure.  

The microchannel array was coated with a thin layer of 
carbon (~200nm and 600nm) in the sputtering deposition 
system in order to get better attenuation of the light  reflected 

from the channel walls. The carbon deposited on the bottom 
and the side wall are approximately 75% and 50% of the 
thickness of carbon at the top edge, respectively which gives 
us good deposition uniformity. The wafer was cleaved into 20 
x 10 mm sections along the cutting grooves between each 
section. For the first setup, a carbon coated silicon wafer was 
bonded to the etched wafer top, creating tubes in the 
collimator with half-circular cross-sections (as can be seen in 
the SEM picture in Figure 1). 

B. Backscattering angular domain imaging (ADI) operation 
Generally, light entering the tissue undergoes both 

absorption and scattering.  In its simplest form, the laser beam 
intensity follows an exponentially decaying Beer-Lambert law 
along its path through the media: 

I I d I dout in a s in eff= − + = −exp[ ( ) ] exp[ ]μ μ μ , (1) 
where, for typical mammography values, the absorption 
coefficient is µa = 0.7 cm-1, the scattering coefficient µs = 130 
cm-1 and the depth is d = 5 cm [25]. Unscattered light becomes 
“Ballistic Photons.”  For this example, the ratio of scattered to 
ballistic photons is 6.7×10283:1.  Fortunately, most of the light 
is not scattered uniformly in all directions, but instead tends to 
divert mostly toward the laser beam’s direction of motion. The 
measurements are characterized using the Scattering Ratio, SR 
(ratio of scattered to unscattered light):   

 1
I
ISR
bq

0 −= , (2) 

where I0 is the initial light intensity, and Ibq is the combined 
ballistic and quasi-ballistic light intensity.  

This forward scattering creates an effective absorption 
anisotropic coefficient [25], µeff = 4.2 cm-1, for the so called 
“quasiballistic or snake photons” (ones that are mostly 
scattered forward).  Since these quasi-ballistic photons also 
contain desired optical information, their scattering ratio of 
about 1011:1 represents a significant target for detection in this 
research.  

 
 
 

 
Figure 1: Silicon Micromachined Collimator Arrays (SMCA) 

 
Figure 2: the etched side of the Silicon Micromachined Collimating 



 

 
 

   
If a photon emerges from a scattering medium with an 

angle greater than the acceptance angle, then it either fails to 
enter the collimator or becomes absorbed within it.  Hence, 
only the ballistic and quasiballistic photons, undergoing no 
scattering or small scattering, will be detected.  When very 
small acceptance angles are used, our experiments confirm 
[25] greatly enhanced detection, which is competitive with 
existing methods but with a much simpler detection system. 
The method is called Angular Domain Imaging, as introduced 
in the previous section and [25]. 

  To measure the resolution of the system, aluminum thin 
film on glass substrate phantoms, shown in Figure 3, were 
fabricated using photolithography consisting of parallel lines 
and spaces of 51 μm, 102 μm, 153 μm, and 204 μm line 
widths. Test phantoms used for this research are placed in a 
container holding a liquid scattering medium. The test objects 
are located at various positions within the container. 

Previous Angular Domain Imaging experiments [25] have 
focused on using a laser source aligned to the collimating 
array for the maximum depth penetration with 
transillumination in the turbid medium.  However, the same 
technique will work if the light source is not aligned to the 
collimator, though at much lower depth, if the light source is 
not aligned to the collimator.  This approach allows detection 
of objects at moderately shallow depths by illumination from 
the front (i.e., the same side as the collimator [25]). The 
experiments were undertaken with angle illumination of the 
scattering medium, as shown in Figure 5. The resulting 
scattered light behind the samples then acts as the source of 
light for the collimator microchannel. To create an easily 
controllable scattering medium, a solution was created by 
mixing specific amounts of 2% partially skimmed milk with 
de-ionized (DI) water to achieve a desired scattering level.  

Milk was chosen because it has properties similar to tissue and 
exhibits good scattering characteristics as well as low 
absorption coefficient. 

The principle here is that the scattered light, which starts 
out aligned to the collimator, will have the highest 
probability of being detected, provided it is not scattered by 
the medium or blocked by the test objects.  Thus, the test 
structures can be seen as high absorption areas over this 
uniform illumination.  The depth of the test structures should 
be small enough in order for the scattering to be intangible 
after the test structure.  
  The SMCA is placed in front of a CMOS imaging array 
with a pixel size (5.2x5.2 microns) smaller than the 
collimating hole diameter of 51 microns.  The photons 
reaching the pixels are filtered by the SMCA so that only 
those with a trajectory that lies within the collimating hole’s 
acceptance angle reach the CMOS imager.  Scanning the 
collimator along the sample is used to create a two-
dimensional image from the linear array (see Figure 4).  

III. RESULTS 
The test structure slide is placed at distances of 3 mm, 2mm 
and 1mm back from the collimator side of the scattering 
medium. As can be seen in Figure 6, the setup required to 
illuminate the scattering medium from the same side of the 
image detector is provided. The laser beam has a beam angle 
of 54° from side of the container. We want to explore how 
much background illumination comes from light scattering 
along the front of the tissue. For this reason, the light passes 
through the scattering medium from the same surface as it is 
being viewed. Also, this setup will affect the way the light 
forms the sphere of illumination behind the sample. 
 
 
 

 
Figure 3: Two-Dimensional phantom test structures 

 
Figure 4: Scan of sample medium across SMCA 

 
Figure 5:  Angled illumination of a test setup 



 

 
 
 

 
a) Carbon coated SMCA, SR: 3.2×1010:1 

 
b) Silicon SMCA, SR: 1.6×1010:1 

Figure 7: Comparison of the images captured by carbon coated SMCA 

 
 
 

 
 

(a) SR = 7.8 x 1011:1 (b) SR = 7.7 x 1012:1 

  
3mm depth 3mm depth 

  
2mm depth 2mm depth 

  
1mm depth 1mm depth 

Figure 6: Comparison of the images captured by silicon SMCA  in the various depth and two different scattering Ratio(SR). 
 



 

The scattering medium is illuminated from the angle by a 
2.5mm diameter laser beam from our argon ion laser 
(wavelength of λ=488nm). The L shape sample has been 
placed approximately 3mm deep in the turbid medium. The 
static images were obtained using different depths and SR 
values. The depths were one, two and three millimeters, as in 
the columns of Figure 6. The two scattering ratios shown are 
in the range of SR=1010:1 to SR=1012:1. For the non-coated 
silicon tunnels, we can faintly resolve the 204µm-wide test 
structure lines at the 3mm depth.  At the 1mm depth, contrast 
and definition improve, and we can detect the presence of the 
small 51µm test structure.   

Measurements show that the surrounding light is 68% of 
the background level through the collimator hole.  Hence, 
removing the reflected light  would significantly reduce 
background scattering, and thus, significantly enhance the 
detectability of imaging. Thus, adding an absorption coating 
to the SMCA tunnel sidewalls was expected to reduce the 
background level and was demonstrated to be true in our 
experiments. The carbon layer on silicon obtained by 
sputtering deposition has been compared to a non-coated 
silicon surface using a simple set of reflection experiments. 
The first setup with a small angle -- 15o-- the reflection has 
been decreased by the 200nm carbon layers from 40% to 
20%. The reflection increases more with the 600nm carbon 
film (up to 13%.) Although in a shallow beam, the reflection 
increases for all cases considerably. Figure 7 shows the scan 
results from both the silicon and carbon coated tunnels and 
indicate no significant difference in contrast and feature 
definition between the two.  

IV. CONCLUSION  
In this paper, the idea of backscattering angular domain 

imaging was proposed, and the related experiments were 
presented. This novel method of deep illumination can enable 
new application areas for optical imaging, such as 
subcutaneous tissue mapping. To implement this method, the 
samples were illuminated with a 54º laser beam. Two 
dimensional phantom test structures have been successfully 
detected up to three millimeters deep in the highly scattering 
medium with a scattering ratio of over 1012:1. In future work, 
two improvements will be explored to improve the image 
quality. First, the half circle collimators will be replaced by 
full circle channels using buried channel technology. This is a 
method for the fabrication of micro channels under the bulk 
silicon [28]. Second, multi-wavelength laser and image 
processing techniques will be used and explored. 
The backscatter ADI technique was introduced in this project, 
and experimental results show that it is a viable technique for 
imaging objects at depths of 1mm to 3mm in scattering media 
equivalent to up to SR = 1015:1 over 5cm.  Scattering at these 
levels is similar to some biological tissues; thus, these results 
are promising for applying the backscatter ADI technique to 
image tissues at shallow depths.  Surface enhancements to the 
SMCA collimator tunnels were explored, including depositing 
a carbon film and roughening the silicon surface with an 

NH4OH solution at 80ºC.  Reflectivity tests on these surfaces 
and others indicate that the carbon film was not of a good 
quality for attenuation, and may be suffering in purity (e.g. 
hydrocarbon film).  Tests indicate that roughened topology 
surfaces, such as the NH4OH roughened silicon, show good 
attenuation of reflected light over a wide range of angles.  
Backscatter ADI results comparing both the silicon and 
carbon coated SMCA devices confirm that the latter does not 
provide significantly better rejection of noise during imaging 
over the normal silicon SMCA.  Analysis of how SR values 
increase for shallow depths (i.e. 1mm to 4mm) as the effective 
5cm SR of the entire scattering medium is increased indicate 
that SR values remain at fairly low levels when dealing with 
such shallow thicknesses. 
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Abstract—Cell platforms are an integral part of shrinking the traditional biology laboratory. The premise behind cell 

platforms is the ability to compartmentalize cell analysis into smaller pieces that can be connected and disconnected from 
the larger system at will. In this paper, we present cell platforms composed of microchannels for examining the 
membrane elasticity of red blood cells (RBCs) and endothelial cells (ECs). We fabricated the first channels on silicon 
wafers using SU-8 thick photoresist. Channel widths were chosen to range from two to ten microns and from 50 to 210 
microns for RBCs and ECs, respectively. Lengths ranged from four to 100 microns and from 100 to 2100 microns; these 
dimensions reflect two to ten times their corresponding channel widths. Future work for this project includes assessing 
the system by growing cells in the channels, enclosing the channels using acrylic or glass, testing the channel pressure 
using a syringe pump, and integrating the channels into an LOC system using interlocking structures. 
 

 
 

Index Terms— Cell platform, Endothelial Cells, Microfluidics, 
SU-8 

I. INTRODUCTION 
ab-on-a-chip (LOC) systems represent a sizeable advance 
in the ability for clinicians and researchers to quickly and 

cost effectively investigate issues like disease detection, DNA 
testing, and blood analysis. The shrinking of the conventional 
lab into an LOC system enables smaller required fluid samples, 
better process control, and substantial parallelization, which 
allows for high throughput analysis. We define the integration 
of several laboratory processes as an LOC system, while the 
closely related Micro Total Analysis System (μTAS) is defined 
as the miniaturization of the overall analytic process.  

Microfluidics factors into μTAS since it is the study of 
fluidics at the micro- and nano- scale, but microfluidics is 
moving beyond the simple ability to make networks of 
interconnecting channels and into higher level MEMS systems. 
We can presently incorporate more features into our 
microfluidics devices including electrical contacts and 
electromagnetic forces. For example, where mechanical pumps 
and valves were once used to manipulate fluids, we may now 
use electroosmotic flow because it is much easier to make an 
electrical contact than a robust mechanical pump [1].  

Currently, most cellular study is performed in vitro, with 
conditions dissimilar to those in vivo. Cell platforms would 
help to mimic in vivo conditions in order to better understand 
cellular functions in the body. Microfluidics could benefit the 
study of cells in several ways: greater interest in the 
biochemical analysis of living cells, straightforward integration 
into a larger system, various methods for large numbers of cell 
manipulations on the system, sizing of cells fits easily within 

microfluidic devices (10-100μm), manipulation of single cells 
workable with MEMS devices, and heat and mass transfer very 
fast in fluidic systems [2]. 

Membrane elasticity in cells is an important indicator of 
disease. For example, research has demonstrated that RBC 
deformability is an important factor for determining the 
severity of malaria cases. The less deformable the membrane 
is, the more likely the malaria will be fatal [3]. In another 
example, it has been shown that arteries with cuboidal (or 
rounded) endothelial cells develop atherosclerotic lesions 
more quickly than arteries containing elongated ECs [4]. 
Artherosclerosis is clogging, narrowing, and hardening of the 
body's large arteries and medium-sized blood vessels.  

II. DESIGN 

A. Silicon vs. SU-8 Microchannels 
Traditionally, the simplest way to form a microchannel is to 

etch a trench in silicon, either by wet or dry etching, and then 
to adhesively bond a silicon wafer on top to close the channel. 
Evidently, this technique has its limitations because silicon is 
opaque and observations cannot be made optically about the 
fluid in the channels. Improvements to these channels were 
made by anodically bonding a glass wafer on to the silicon 
substrate [5]. Some problems with bonding wafers are that they 
must be very clean and smooth or microvoids could be created.  

Instead of bonding wafers together to close the channels, 
researchers have devised a method to create buried 
microchannels. The technique is complex consisting of deep 
reactive-ion etching (DRIE), oxidation, a reactive-ion etch 
(RIE) to reveal the bottom of the trench, an isotropic etch with 
KOH to form the channel, and finally closing the channel using 
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low pressure chemical vapour deposition (LPCVD) [6]. The 
limitations from this technique include its intricate fabrication 
and once again, that it does not provide the possibility of 
optical observations.  
SU-8 is an epoxy-based negative photoresist. It has so far 
proven to be biocompatible [7], making it ideal for fabricating 
low-cost medical devices. SU-8 is also a transparent material, 
and it has the advantage of being capable of achieving very 
high aspect ratios (<18) [8]; however, there is no simple 
process of making a channel cavity. With positive resist, we 
can develop away the unexposed resist cavity, whereas with 
negative resist, part of the channel would become cross-linked 
and we would be unable to develop it away. In this paper, we 
present one technique for fabricating microchannels from SU-
8. 

B. Channel Shape 
The aspects that we wish to examine with the cell platforms 

are membrane deformability and elasticity of red blood cells 
and endothelial cells, specifically, the maximum amount of 
cell membrane deformation and the relaxation time. Thus, we 
modelled the channels as an inlet structure, a transition, and a 
constricted channel, followed by another transition, and outlet 
structure. Figure 1 outlines this channel design. 

 

 
C. Channel Size 
The diameter of a red blood cell (RBC) is between seven and 

eight micrometers and its shape is that of a biconcave disk [9]. 
It has been found that when stress is applied isotropically the 
membrane is highly resistant but would easily stretch in one 
direction; making is simple for the cell to change its shape in 
order to squeeze through capillary vessels [10]. Endothelial 
cells have a diameter of about 20 microns before they plate and 
between 25 to 65 microns when they plate [11] but can be 
lengthier when elongated.  

Based on the cell diameter, we fabricated a range of 
channels with varying widths and lengths. The height of the 
channel must be set because this depends on the thickness of 
SU-8 we spin. We have chosen a thickness of 10 micrometers 
for the RBCs and 35 micrometers for the ECs. The widths and 
length were varied to maximize channel variants in order to 
achieve greater design success. Table 1 is a summary of the 
channel dimensions chosen. 

 

TABLE I 
CHANNEL DIMENSIONS 

RBC Channel EC Channel 

 
Width (μm) 

Range of 
Length (μm) 

 
Width (μm) 

Range of 
Length (μm) 

2 4 – 20 50 100 - 500 
3 6 – 30 70 140 – 700 
4 8 – 40 90 180 – 900 
5 10 – 50 110 220 – 1100 
6 12 – 60 130 260 – 1300 
7 14 -70 150 300 – 1500 
8 16 – 80 170 340 - 1700 
9 18 – 90 190 380 – 1900 
10 20 – 100 210 420 – 2100 

III. FABRICATION AND RESULTS 

A. Process Flow 
After cleaning the wafer, we dehydrated it by baking it in a 

convection oven at 100°C for 10 minutes. We spun on a 35 
micrometer layer of SU-8 for the endothelial cell channels, 
and then we patterned the layer using our mask and 
developed. Next, we spun on a 10 micrometer layer of SU-8, 
pattern, and develop. Figure 2 outlines the entire process flow. 

 

 
B. Results 
We successfully fabricated microchannels in SU-8 on 

silicon; however, some problems were encountered in the 
initial stages. To begin with, we were having difficulty 
developing all the SU-8 away from the microchannels. 
Through experimentation, we deduced that smaller exposure 
times were necessary to prevent cross-linking in the channels. 
Cracks in the SU-8, particularly around the channels, were 

Fig. 2.  Process flow for EC and RBC channels. (a) Spin on SU-8 25. (b) 
Expose SU-8 using first mask. (c) Develop un-crosslinked SU-8. (d) Spin on 
SU-8 10. (e) Expose using second mask. (f) Develop to reveal final structure. 

Fig. 1.  Microchannel shape. Channel is composed of inlet, transition, 
constricted channel, transition, and outlet. 
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observed. Using three stages of ramping during pre- and post- 
bake enabled us to remove most of these excess stress marks. 
Figure 3 illustrates the unreleased SU-8, and stress cracks, 
Figure 4 demonstrates a completely released microchannel, 
and Figure 5 illustrates a wafer-level view of the endothelial 
cell channels. 

 

 
 

 
 

IV. CURRENT WORK 
The proof-of-concept channels that we fabricated provided a 

building block for our cell platform system. Currently, we are 
fabricating endothelial channels on glass slides and growing 
cells in these channels. We chose to fabricate channels on glass 
slides instead of glass wafers for cost effectiveness, and for 
ease of cellular experimentation.  

Because of difficulty spinning a uniform layer of SU-8 on a 
glass slide due to its rectangular shape, we fixed the slides to a 
handle wafer for the fabrication process. We glued the slides 
on using a thick photoresist, SC1827 that dissolves in SU-8 
developer (at which point our slides and channels release). A 
successfully fabricated glass microchannel is illustrated in 
Figure 5. 

 Currently, our collaborators at the University of California, 
Davis, are working to grow endothelial cells in the channels. 
The cell data will enable us to determine if our system is 
viable and if we should continue in this stream of research. 

 

 

V. FUTURE WORK 

Fig. 5. Fully released endothelial cell microchannels.  

Fig.3.  Partially released SU-8 in microchannel. Observe the stress cracks 
around the exterior of the microchannel. 

The work examined in this paper provides a background to 
a larger cell platform system that includes a network of 
channels for moving fluids within the chip, and interlocking 
structures for transferring components on and off chip. To 
move towards this cell platform, we need to enclose our 
channels by affixing a sheet of acrylic or glass using an epoxy 
similar to SU-8 [12] or PMMA (poly-methylmethacrylate) 
[13]. Following this procedure, we should examine the 
channel pressure using a syringe pump to ensure the channel 
walls can withstand the fluid flow of the cells. SU-8 has an 
ultimate strength of approximately 120 MPa for an 80 
micrometer thick sample, which is higher than typical plastics 
that have ultimate strength less than 70MPa[14]. Finally, 
interlocking structures should be designed, fabricated and 
tested to enable system modularity. Design ideas include 
cylindrical posts, lock and key components, and hexagonal 
ports [15]. 

Fig. 4.  Released SU-8 microchannel.  
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