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Abstract— The impact of communications signal processing
such as QAM modulations (instead of gaussian signals), finite
block lengths (instead of infinitely long codes), and using simpler
algorithms (instead of expensive-to-implement ones), etc., is a
lower practicable capacity efficiency than that of the Shannon
limit. In this paper, the theoretical and practicable capacity
efficiencies for known-channel MIMO are compared for two
idealized channels. The motivation is to identify worthwhile
trade-offs between capacity reduction and complexity reduction.
The channels are the usual complex gaussian random i.i.d., and
also the complex gaussian circulant. The comparison reveals new
and interesting capacity behaviour, with the circulant channel
having a higher capacity efficiency than that of the random
i.i.d. channel, for practical SNR values. A circulant channel
would also suggest implementation advantages owing to its fixed
eigenvectors. Because of the implementation complexity of water
filling, the simpler but sub-optimum solution of equal power
allocation is investigated and shown to be worthwhile.

Keywords- MIMO, capacity, i.i.d., circulant, water-filing,
QAM, eigenchannels.

I. I NTRODUCTION

Multiple-input, multiple-output (MIMO) systems allow in-
creased capacity [1] compared to single port antenna sys-
tems in the presence of multipath fading environments. The
challenging areas in a MIMO system overlap between the
propagation channel, the antennas, and the signal processing
[2]. The Shannon, or ergodic (see below), capacity efficiency
of MIMO channels has been studied widely, with several
accurate expressions available for both the mean and variance.
For these results, statistically idealized channels are assumed,
and there is an idealized correlation structure from antenna
coupling. The basis is information-theoretic with the mutual
information being expressed in bits/sec/Hz. The practicable
capacity efficiency is for achievable data communications.
Its basis is from a combination of information-theoretic and
digital communication techniques, and uses the throughputof
correct symbols expressed in bits/sec/Hz, but still uses ideal-
ized channels. It is of direct interest to engineers designing
MIMO systems.

Despite the large body of MIMO literature, there remain
aspects which justify further investigation since they canreveal
a new appreciation of the capacity-increasing mechanisms,
which, in turn, can lead to new implementation strategies.

This paper addresses signal processing aspects for the case
of known MIMO channels. This means that, unlike most
space-time approaches, there is channel state informationat the
transmitter. Channel sounding aspects are not addressed here
except by reference to the sensitivity of the channel estimates.
The channel is therefore considered constant or slow changing.

Known channel techniques do not suit the fast-fading channel
where the channel correlation time is within the same order
of magnitude as the signaling rate.

The Shannon capacity of the known and unknown channel
cases are similar for gaussian channels [2]. However, space-
time codes are about rate half or less. The one exception is
the Alamouti code, which is restricted to the smallest MIMO
dimension, viz.,2×2 antenna systems (or sub-systems). For a
given capacity efficiency, this is equivalent to a penalty ofsev-
eral dB of signal-to-noise ratio (SNR). The rate of the space-
time code is therefore an important factor in the capacity effi-
ciency, but having a large MIMO dimension is also important
for high capacity efficiency. There are many interpretations
of capacity that have arisen in the information theory, signal
processing and communications literature. Generally, com-
munications engineers tend to consider capacity in bits/sec,
and the capacity efficiency in bits/sec/Hz. Any limiting
value refers to Shannons theorem. The more mathematically-
bewitched information-theoretic community tends to generate
more fundamental results that refer to the gaussian capacity
in bits/sec/Hz, and there may be different types of limits.
The result is a need for a context-dependent interpretationof
”capacity”, which can also be ”capacity efficiency” and often,
both refer to a mean value.

Here, we use the following definition for the theoretical
capacity efficiency limit (also known as ergodic capacity, etc.),
which we will here call the Shannon capacity,

C

B
= E

{
∑

N ′

log2 (1 + Piλi)

}
(bits sec−1 Hz−1). (1)

E means expectation over the channel realization (which
invokes the term ’ergodic’);N ′ is the number of used
eigenchannels according to the water filling rule;λi is the ith

eigenvalue of the multipath richness,G = HHH whereH

is the channel matrix; andPi is the power transmitted to the
ith eigenchannel normalized by the noise at the receiver, so
it may be considered as the SNR referred to the transmitter.
The gain of theith eigenchannel isλi and soλiPi is the SNR
at the receiver of theith eigenchannel. So forλ > 1 the SNR
at the receiver is greater than the SNR at the transmitter.

For the unknown channel case, the equal transmit power
allocation is the only logical strategy and space-time coding
would be used.

In the known channel case, the estimation of the
eigenstructure is critically important. The eigenvectorsare
needed for the MIMO weights at both ends of the link. Also,
the nonlinear power allocation, through water filling, requires



knowledge of the eigenvalues. This means complex signal
processing for dynamic estimation of the eigenvalues and
eigenvectors. This paper also looks to situations which lead
to a decrease in implementation complexity. If there is a
special channel structure, for example the circulant, thenthere
are fixed eigenvectors. This can lead to potential complexity
reduction in the signal processing. Another way to reduce the
complexity is a sub-optimum power allocation, for example
equal power assignment instead of water filling. Examples of
the impact on the capacity are presented.

The statistical behaviour of the eigenvalues of a random
matrix is complicated [3] and so it is not easy to foresee
the effect of channel structure on the MIMO capacity. This
unpredictability is worse when the size of the matrix is
not very large, e.g. as found in MIMO links. Systematic
correlated structures are different to the correlation structure
introduced by the antennas and propagation in a wireless
MIMO system. Systematic structures include the circulant
which has created recent interest [4] [5]. Recent examples
of systematic structures are [4] [5] [6] [7] [8]. The emphasis
of this paper is on capacity behaviour, and while this
includes that of the circulant, it is the comparison itself
that leads to a better understanding of MIMO capacity and
possible new implementation strategies. Consequently, the
practicality of the circulant channel is put aside here, although
it is alluded to in [5] and below in the context of wired cables.

II. CIRCULANT AND RANDOM IID CHANNELS

The MIMO channel matrix is the usual linear modely =
Hx + n wherex is the input andy is the output andn is
noise. AnN × N circulant matrix,

H =





h0 h1 . . . hN−1

hN−1 h0 . . . hN−2

...
.. .

. ..
...

h1 h2 . . . h0




(2)

has known (in terms of the elements) eigenvalues and
eigenvectors.

If H is a circulant structure, thenG is also circulant.
So by having a circulant link, the eigenvectors ofG are
independent of its eigenvalues, i.e. they are fixed.

Note that a circulant gaussianN × N link means a link
with channel matrix in (2), and a i.i.d. channel means anH

with all elements random. The elements ofH in both models
are zero-mean, unit-variance, complex Gaussian random
variables.

It is difficult to arrange a wireless MIMO link (ideally,
i.i.d.) to closely approximate a circulant. Nevertheless,in [5],
for example, propagation scenarios are offered in an attempt
to demonstrate wireless channels which have systematic
amplitude correlations such as the real circulant, and an
analytic form for the capacity is given. Here, we deal with the
complex circulant. It may be possible to arrange a circulant
channel structure in a wired MIMO link where there is more
access to arranging the physical medium parameters. It is

evident that a circularly symmetric arrangement of wires (or
wire pairs) [9] could, at least in principle, lead to a circulant
channel matrix. Note that because of our choice of known
channel capacity definition, the channels do not need to be
gaussian distributed.

Theoretical studies of the capacity of MIMO systems
show how correlation degrades MIMO capacity under the
assumption of certain channel models [10-15]. However,
some measurement results show that the capacity degradation
might not be as significant as expected [16] and Oestgeset.
al. [7][8] show a potential benefit of finite correlation.

In wireless MIMO, e.g. [17], a correlated structure exists
when correlations among the antennas are finite. So the
columns (or rows) ofH are independent random vectors, but
the elements of each column are correlated with each other
and have the same mean and the same covariance matrix.
For the case of Rayleigh fading, this impliesE {hj} = 0

where hj is the jth column of H, and the correlation

matrix is Σ = E
{

hjhj
H
}

for j = 1, . . . , N . According to
this, the circulant matrix in (2) is not a standard correlated
MIMO structure because the columns (and the rows) of a
circulant H are not independent random vectors. So, with
the circulant H, we cannot impose a general correlation
structure inΣ = E

{
hjhj

H
}

for j = 1, . . . , N as with the
i.i.d. channels. Nevertheless, the circulant structures show the
same potential beneficial impacts on capacity as the standard
correlated channels.

III. COMPARISON OF THE SHANNON AND THE
PRACTICABLE CAPACITIES

The Shannon capacities for the i.i.d. and circulant random
channels can be found from (1). Figure 1 demonstrates the
simulation results for the two models. The ordinate is

∑
N ′ Pi

or total SNR. Recall that thePi is the ratio of the transmit
power over the noise at the receiver. The receiver noise is
assumed here to be equal for all the eigenchannels. In this
sense, the ordinate can be considered as the total SNR for the
parallel eigenchannels. The MIMO dimension for this example
is 20 × 20.
For small SNRs, the capacity of the i.i.d. channel is higher

than that of the circulant. For large SNRs, it is vice versa.
This behaviour is founded on the pdfs of the eigenvalues of
the Hermitian matrix ofG [4].

For implementation, digital techniques will degrade the
capacities from the Shannon limit to the practicable possi-
bilities of a digital link. A starting point is to use the mutual
information, I(y; x), for the usual linear model, resulting in
the gaussian capacity ([18], [19], [20])

CG(γ) =
1

2
log2(1 + γ). (3)

whereγ is the SNR. The noise pdf is

pn(n) =
1√
2π

exp

(
−1

2
n2

)
. (4)
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Fig. 1. The Shannon and practicable capacity of the two channel types for
20 × 20 systems using QAM and optimum constellation allocation, versus
the SNR referred to the transmitter.

So, the output pdf, given the input is

py|x(y|x) = pn(n) = pn(y − x). (5)

The input forM -QAM system in xy plane is

x,y = (...,−3,−1,+1,+3, ...)∆ (6)

where the half level spacing,∆, is determined so that the input
variance isγ, i.e.

∆ =

√
3γ

M2 − 1
. (7)

The constellation forM -PAM is defined with the input vari-
ables. Using (5),I(y; x) for M2-QAM is

2

M

M−1∑

k=0

∫ (M−1)∆+3

−(M−1)∆−3

pn(y − xk) log2

Mpn(y − xk)
∑M−1

i=0 pn(y − xi)
dy.

The result is shown in Figure 2 plotted against the total QAM
SNR (2γ). The digital modulation impose a saturation of
capacity. From this saturation level, increasing the powerno
longer results in a higher mutual information. In practice,for
a fading channel, the transmitter should switch the modulation
technique to gain capacity [21]. Also, infinitely long data codes
are assumed. In a practical situation, data is sent using finite
blocks. The impact of the finite block length can be evaluated
as follows [18]. For anM -QAM, the probability of symbol
error could be written as

ProbM = 1 − (1 − P√
M )2. (8)

where

Prob√M = (1 − 1√
M

)erfc

(√
3 log2 Mγb

2(M − 1)

)
. (9)

is the probability of symbol error for the
√

M -PAM andγb is
the average SNR per bit. To obtain an average bit error rate
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Fig. 2. Single channel capacity penalties in mutual information for QAM
versus the SNR referred to the receiver.

(BER), the usual approximation for a probability of bit error
is

Probb ≈
ProbM

log2 M
. (10)

To find the capacity from the BERs, a fixed block length of
L is assumed. The throughput of only the correctly detected
symbols becomes the capacity [22]

C

B
= log2 M(1 − Probb(SNR))L. (11)

The block size does not have a large impact for100 < L <

10000, so typicallyL = 500 [22]. Figure 3 shows the7-10dB
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Fig. 3. Single channel capacity penalties for QAM versus theSNR at the
receiver.

minimum capacity penalty resulting from using finite block
length and uncoded QAM. This penalty can be reduced by
the coding gain of forward error correction techniques such
as turbo-codes, but this is standard and is not included here.
Note the SNR here is referred to the receiver, which allows
direct comparison with Figure 2.



Now, suppose we choose the QAM for each eigenchannel
in a standard optimum way so that we remain as close as
possible to the Shannon limit, i.e. the most efficient digital
technique map for our MIMO system. The table illustrates this
QAM selection. Since1024-QAM is currently very difficult to
implement owing to phase noise limitations, we remove it from
our consideration. The capacities of the20 × 20 link for the
circulant and the i.i.d. cases are shown in Figure 1. Again, for
small SNRs, the i.i.d. channel features an advantage while for
large SNRs, the circulant structure is better.

Receiver SNR (Piλi) Modulation selection
Larger than27.6 (dB) 256-QAM

Between20.9 and27.6 (dB) 64-QAM
Between13.2 and20.9 (dB) 16-QAM

Less than13.2 (dB) 4-QAM

TABLE I

THE DIGITAL MODULATION SELECTION STRATEGY

IV. SIGNAL PROCESSING ADVANTAGES OF
CIRCULANT STRUCTURES

MIMO systems are usually very sensitive to errors in the
estimation of the eigenvectors. In known channel MIMO
theory [2] the Singular Value Decomposition or SVD plays
an important role in signal processing. Note thatG = HHH

is a Hermitian matrix in general and hasN distinct, real
positive eigenvalues and the remaining will be zero. The SVD
expansion ofH itself is H = UΛV H whereΛ is a diagonal
matrix of real, non-negative singular values. These singular
values are equivalent to the square roots of the eigenvaluesof
G. The columns of the orthogonal matricesU andV are the
corresponding singular vectors. NowG can be written as

G = HHH = V Λ
HUHUΛV H = V Λ

T
ΛV H , (12)

and V contains the eigenvectors ofG. Since
√

λi is the
singular value ofH, HV i =

√
λiU i where V i is the ith

column of V and U i is the ith column of U . With V i

the transmit weight andUH
i the receive weight, the received

voltage for thisith eigenchannel relates to

ri = UH
i HV i = UH

i

√
λiU i = UH

i U i

√
λi =

√
λi. (13)

Now consider we have error in the estimation of the
eigenvectors at the transmitter. DenotêV = V + n where
n is the estimation noise. Then instead ofΛ = UHHV

we will have Λ̂ = UHHV̂ in which Λ̂ is no longer
diagonal.There is now interference (power leakage) between
the imperfect eigenchannels and this can severely degrade the
MIMO performance. In the case of the circulant channel, the
fixed eigenvectors can be exploited to ease this sensitivity.
Specifically, the noisy estimation of each of the eigenvectors,
V̂ i, is compared to the fixed eigenvectors and closest fixed
eigenvector is chosen for the transmitter weights. Simulations
show that the performance of the noisy circulant MIMO
systems can improve considerably whereas it is not possible
to recover the i.i.d. capacity using this technique.

V. SHANNON AND PRACTICABLE CAPACITIES
USING EQUAL POWERS

The ideal transmitting strategy is water filling [23, theorem
7.5.1]. The water filling requires a communication protocolto
set up the eigenchannels. This section investigates how much
degradation occurs by simply omitting water filling. The total
power allocated by the water filling is now equally divided
between the eigenchannels. Figure 4 shows the results for the
case of the circulant channel and the two power allocation
strategies. It is clear that for large SNRs the degradation
arising from equal power allocation is negligible. This is a
significant but reasonable result since for large SNRs the dif-
ference between the water filling powers assigned to different
eigenchannels reduces, and so the capacity converges to that
of equal power allocation. The result for the i.i.d. channelis
very similar with the slight difference that the convergence
is faster for the circulant case, owing to the more similar
eigenchannels. It is apparent that these two methods of power
allocation for theN × N link converge later, i.e. for larger
SNRs, whenN is larger. Figure 5 illustrates the practicable
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Fig. 4. The Shannon capacity of equal powers and optimum waterfilling
powers for the circulant link

capacities. The advantage of the circulant channel, without
the complexities of water filling is clear especially for the
SNR. Again the converging capacities of the two methods of
power allocation is obvious. This convergence is faster for
the circulant case compared to the i.i.d. case. Finally, forthis
20 × 20 case, in the (total) SNR range over5 dB, it would
be reasonable to use equal powers instead of water filling
powers. The practical capacity of the strongest eigenchannel
is also depicted. To plot these single eigenchannel capacities
in Figure 5, the total amount of power distributed between
the different eigenchannels in the MIMO case is assigned
to the strongest eigenchannel. For small SNR, putting all of
the power in the strongest channel is better than distributing
it between many channels, while for large SNRs, both the
Shannon and practicable MIMO capacity are much more than
the best that could be achieved by a single channel.
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VI. CONCLUSION

The practicable capacity efficiency offers a MIMO perfor-
mance limit which accounts for the use of signal processing.
This specifically includes digital modulations and finite block
coding, and in the case of known channel MIMO, water filling.
The known channel case has been treated here, although a
similar capacity efficiency can be expected from the unknown
channel case if the space-time coding could be of rate one
or very close to rate one. The practicable capacity efficiency
is also an achievable capacity of course, as long as the
signal processing is correctly implemented and the channels
follow the assumed models. The inclusion of the circulant
as a channel model is revealing. Despite its structure being
a correlated form, the circulant has higher Shannon and
practicable capacities than those for the i.i.d. channel. This
is because the circulant has more similar eigenvalues. The
optimum practicable capacity efficiency follows the trend of
the Shannon capacity efficiency, the difference being almost
recoverable through the use of finite block length forward error
correction coding. The water filling process, associated with
known channel MIMO, is expensive on processing power. The
simplified strategy of using equal powers for the eigenchannels
does not significantly degrade the practicable capacity - for
example for SNRs over5 dB in a 20 × 20 system there is a
negligible degradation.
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